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Abstract—We propose a method for unsupervised many-to-many object matching from multiple networks, which is the task of finding

correspondences between groups of nodes in different networks. For example, the proposed method can discover shared word groups

from multi-lingual document-word networks without cross-language alignment information. We assume that multiple networks share

groups, and each group has its own interaction pattern with other groups. Using infinite relational models with this assumption, objects in

different networks are clustered into common groups depending on their interaction patterns, discovering a matching. The effectiveness

of the proposed method is experimentally demonstrated by using synthetic and real relational data sets, which include applications to

cross-domain recommendation without shared user/item identifiers and multi-lingual word clustering.

Index Terms—Unsupervised Object Matching, Bayesian Nonparametrics, Relational Data, Stochastic Block Model, MCMC
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1 INTRODUCTION

Object matching is the task of finding correspondences
between objects in different domains. Examples of object
matching include document alignment [1] and sentence
alignment [2], [3] in natural language processing, match-
ing images and annotations in computer vision [4],
and matching user identifiers in different databases for
cross domain recommendation [5]. Most object matching
methods require similarity measures between objects in
different domains, or correspondence data for learning
the similarity measures. However, similarity measures
and correspondence data may not always be available
due to cost or privacy issues.

For these situations, a number of unsupervised object
matching methods have been proposed recently [6], [7],
[8], [9], which can find matchings without correspon-
dence information. These methods find only one-to-one
matchings between objects. However, in some applica-
tions it is appropriate to find many-to-many matching.
For example, multiple English words with the same
meaning (e.g. car, automobile, motorcar) might corre-
spond to multiple German words (e.g. Wagen, Auto-
mobil). We also might want to find correspondences
between groups of people instead of individuals in
different social networks.

In this paper, we propose a method for finding many-
to-many matchings from multiple networks, or rela-
tional data sets. We call the proposed method ReMatch
(relational matching). ReMatch assumes that the given
multiple networks have common latent groups, where
each group exhibits a particular interaction pattern with
other groups. Networks from a wide variety of fields
fulfill this assumption. Let us consider lexical networks
with multiple languages as an example. Each network
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consists of nodes of words in a language, and nodes are
linked when there are relations between them. Synonym
groups in a language would have the same relations with
groups in another language, e.g. group {car, automobile,
motorcar} is connected to {drive, ride} in English, and
{Wagen, Automobil} is connected to {fahren, treiben}
in German. As further examples, social networks from
different research laboratories would share similar rela-
tionship patterns among faculty, post-docs and students,
and biological networks from different species would
have some common components. By assigning objects
in different networks to common groups, we can find
many-to-many matchings across networks without cor-
respondence information, where objects assigned into
the same group are considered to be matched.

We cluster objects into common latent groups using
the infinite relational model (IRM) [10]. The IRM is a
nonparametric Bayesian extension of the stochastic block
model [11], [12], and it finds latent groups from a net-
work without fixing the number of groups in advance.
The IRM has been proposed for clustering nodes in a
single network. In this paper, we assume that different
networks share cluster proportions and interaction pat-
terns between clusters. According to this assumption,
nodes in multiple networks are clustered into common
groups. Figure 1 shows the generative process of two
networks in our model. The cluster proportions and
connectivity, which defines interaction patterns between
clusters, are shared by two networks. Each node is
assigned to a cluster, and the link between two nodes
is generated depending on their cluster assignments,
and the connectivity. ReMatch does not assume that
correspondence information between nodes in different
networks is given in advance or even possible to obtain.
The number of clusters is automatically inferred using
Dirichlet process priors, and ReMatch is applicable to
data sets in which the size of each cluster is different
across networks, and some clusters might not appear in
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Fig. 1. Generative process of two networks with our

model. The cluster proportions and connectivity are

shared by both of the networks. From the cluster propor-

tions, a cluster assignment for each node is generated.

For example, nodes 6, 2 and 3 are assigned into the first

cluster in Network1. The nodes assigned to the same

cluster are considered matched; nodes 6, 2 and 3 in

Network1 and nodes 7, 9, 6 and 1 in Network2 are

matched. Using the cluster assignments and connectivity,

links are generated.

some networks. ReMatch can handle multiple networks
with different numbers of nodes. Since ReMatch is based
on the IRM, it can handle multiple types of nodes,
such as a document-word network and a user-item-tag
network, as well as a single type, such as a person-
person network, and multiple relations, such as ‘like’
and ‘hate’ relations. ReMatch corresponds to applying
the IRM to a single large network that is constructed by
combining all the networks, where connections between
different networks are unobserved.

ReMatch can be used for many applications, such
as cross-domain recommendation [5], [13], [14], multi-
lingual corpus analysis [15], [16], and bioinformatics [17],
[18], where we can expect some shared latent clusters
and cannot obtain correspondence information. In cross-
domain recommendation, we would for example like to
recommend books to users in an online movie store. User
identifiers are not shared between the stores because
of the need to preserve privacy. The given data set
is a user-item bipartite network for each store, which
represents whether each user has purchased a partic-

ular item or not. The books and movies would share
clusters, or genres; for example, users who like horror
books/movies may tend to like mystery books/movies.
ReMatch can find the shared groups, and perform cross-
domain recommendations without common user/item
identifiers. In multi-lingual corpus analysis, ReMatch can
be used for discovering shared topics across languages
by applying it to multi-lingual document-word net-
works without alignments. Most existing techniques in
cross-domain recommendation and multi-lingual corpus
analysis require alignment information between nodes
across domains; for example, user/item identifiers are
shared [13], [14], documents are aligned in polylingual
topic models [19] and multi-view canonical correlation
analysis [20], dictionaries are given, and morphological
similarity is assumed in multilingual topic models [15].
However, user identifiers might not be shared between
different companies, alignments might not be available
in minor languages, and morphological similarity cannot
be assumed between languages using different charac-
ters such as between English and Japanese.

The paper is organized as follows: In Section 2, we
outline related work. In Section 3, we propose a method
for discovering clusters shared across multiple networks
without node correspondence. In Section 4, we experi-
mentally demonstrate the effectiveness of ReMatch by
using synthetic and real relational data sets, which
include applications to cross-domain recommendation
without shared user/item identifiers, and to multi-
lingual word clustering without dictionaries/aligned-
texts.

2 RELATED WORK

Unsupervised object matching methods have been pro-
posed, such as kernelized sorting [7], least square object
matching [8], matching canonical correlation analysis [6],
and variational Bayesian matching [9]. These methods
find one-to-one correspondences between objects in two
domains, and require that the two data sets contain the
same number of objects. On the other hand, the proposed
method finds many-to-many correspondences, and can
handle multiple domains with different numbers of
nodes. Recently, an unsupervised many-to-many object
matching method for real-valued data was proposed
[21]. Because the method assumes Gaussian noise for
input data, it is not well suited for network or relational
data which are the focus of this paper.

Latent groups in a single network can be extracted
by using probabilistic models, such as the stochastic
block model [11], [12], mixed membership stochastic
block model [22], infinite relational model [10], and
network community detection methods [23]. However,
these methods have not been used for discovering
shared groups from multiple networks.

ReMatch can be seen as a multi-task learning method
for networks. Multi-task learning techniques assumes
that common properties are shared among different tasks
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or domains. Most multi-task learning methods are devel-
oped for supervised learning [24], [25], [26]. Multi-task
learning for clustering has been proposed [27], where
relationship between clusters of different tasks is learned
by using centroids of clusters. It is not applicable to
network data because clusters of network data are not
defined based on cluster centroids but on connectivities
between clusters.

Finding correspondence between multiple networks is
related to network de-anonymization [28] given mul-
tiple networks. However, this paper is different from
the network de-anonymization setting since we try to
find cluster-level correspondence instead of node-level
correspondence.

3 PROPOSED METHOD: REMATCH

In the rest of the paper, we assume that the given
data are binary bipartite networks, such as user-item
and document-word networks, for simplicity. However,
ReMatch is applicable to other kinds of networks, such
as single-type, multi-type and/or multiple-relation net-
works.

Suppose that we are given D networks, X = {Xd}
D
d=1

.
Here, Xd is the dth network, or relational data, repre-
sented by a (Vd1 × Vd2) matrix, where each element is
xdij = 1 if nodes i and j are connected, and xdij = 0
otherwise. Vdt is the number of nodes of type t ∈ {1, 2}
in the dth network. In the case of a user-item network,
a type 1 node represents a user, and a type 2 node
represents an item. The task is to find a many-to-many
matching of nodes in an unsupervised fashion given
multiple networks.

ReMatch uses an infinite relational model (IRM) for
unsupervised matching. We assume that different net-
works share clusters and their interaction patterns be-
tween clusters, or a connectivity matrix η. The (k, l)
element of the η matrix, ηkℓ ∈ [0, 1], defines the prob-
ability of a connection between type 1 nodes belonging
to cluster k and type 2 nodes belonging to cluster ℓ. Our
model is nonparametric in the sense that the number of
possible clusters is countably infinite, and therefore η is
a doubly infinite matrix.

Each type t has its own common cluster proportions
βt = (βt1, βt2, . . . ) that are shared across networks,
where βtk ∈ [0, 1] represents the probability that a node
is assigned to cluster k in type t, and

∑∞
k=1

βtk = 1. The
infinite vector of shared cluster proportions βt is gen-
erated by the stick-breaking distribution [29]. For each
node i of type t in network d, a cluster assignment zdti ∈
{1, 2, 3, . . . } is drawn according to a discrete distribution
with parameter βt. The existence of an edge between
nodes i and j is determined by xdij ∼ Bernoulli(ηzd1i,zd2j )
depending on their cluster assignments.

In summary, ReMatch assumes the following genera-
tive process for a set of bipartite networks X :

For each cluster for type 1: k = 1, . . . ,∞

For each cluster for type 2: ℓ = 1, . . . ,∞

x zzβ1 β2

DV2V1

γ γ
η

a

b ∞x∞

Fig. 2. Graphical model representation of ReMatch for

bipartite networks.

Draw connectivity
ηkℓ ∼ Beta(a, b)

For each type: t = 1, 2

Draw shared cluster proportions
βt ∼ Stick(γ)

For each network: d = 1, . . . , D

For each type: t = 1, 2

For each node: i = 1, . . . , Vdt

Draw latent cluster assignment
zdti ∼ Discrete(βt)

For each node of type 1: i = 1, . . . , Vd1

For each node of type 2: j = 1, . . . , Vd2

Draw relation
xdij ∼ Bernoulli(ηzd1i,zd2j )

Figure 2 shows a graphical model representation of
ReMatch, where shaded and unshaded nodes indicate
observed and latent variables, respectively.

Figure 3 shows the input and output of ReMatch.
ReMatch takes a set of networks as input, where there
is no correspondence information between nodes across
the networks, and the networks can contain different
numbers of nodes. In this example, the size of Network1
is (100×65) and that of Network2 is (80×105). ReMatch
discovers clusters shared across the networks, which
reveal the block structure when the nodes are sorted
according to the cluster assignments as shown in Figure
3b. Each pair of clusters from types t = 1 and t = 2,
(k, l), has its own connectivity ηkℓ that is shown in the
bottom of Figure 3b. The cluster sizes can be different
depending on the network. Some clusters might not be
used in some networks. For example, cluster k = 5 in
type t = 1 is used only in Network2.

Since ReMatch corresponds to applying the IRM to a
combined network as described, we can use the same
inference procedure as the IRM. Given the multiple
relational data X , we infer latent cluster assignments by
collapsed Gibbs sampling [10], in which cluster assign-
ments Z = {zdti} are sampled while cluster proportions
{βt} and the connectivity parameters η are analytically
integrated out.

Given the current state of all but one latent cluster
assignment zj , where j = (d, t, i), a new value for zj is
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Fig. 3. (a) Input networks. In this case, the inputs are two

bipartite networks, where type t = 1 nodes are aligned

vertically, and type t = 2 nodes are aligned horizontally.

(b) Outputs of ReMatch: (top) cluster assignments, where

the nodes are sorted according to the assignments, and

(bottom) the inferred connectivity matrix η.

sampled from the following probability distribution:

p(zj = k|X,Z\j) ∝















M
\j
tk · p(X|Z\j , zj = k)

for an existing cluster
γ · p(X|Z\j , zj = k)

for a new cluster

(1)

where Mtk is the number of nodes that are assigned
to cluster k in type t, and \j represents the set or
value when excluding sample j. The likelihood term is
calculated by

p(X|Z\j , zj = k) =

Kt̄
∏

ℓ=1

B(N+j
kℓ + a, N̄

+j
kℓ + b)

B(N
\j
kℓ + a, N̄

\j
kℓ + b)

, (2)

where B(·) is the beta function, t̄ = 2 if t = 1 and t̄ = 1
if t = 2, Kt is the number of existing clusters, Nkℓ is
the number of links between clusters k and ℓ, N̄kℓ is the
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Fig. 4. Cluster connectivities of (a) matching unidenti-

fiable networks and (b) matching identifiable networks.

Each node represents a cluster, and the value at the edge

represents its connectivity.

number of non-links between clusters k and ℓ, and +j

represents the value when sample j is assigned to cluster
k. In the experiments, we fixed the hyperparameters as
follows: γ = 1, a = 1, and b = 1. We used the last sample
of the cluster assignments in the inference for matching.

Identifiability of matching clusters depends on connec-
tivities between clusters. Suppose that we know the true
clusters and true their connectivities for each network.
Then, matching is identifiable if the connectivities are
matched only with the true matched clusters and they
are not matched with other clusters. For example, we
have two networks with cluster connectivities as in
Figure 4(a). Since two possibilities of matching exist: (A-
b, B-a, C-c) and (A-b, B-c, C-a), their matching is uniden-
tifiable. On the other hand, when we have networks with
connectivities as in Figure 4(b), only one matching exists
(A-b, B-c, C-a), and therefore it is identifiable. Note that
even if it is identifiable, the inference might not find the
true matching when it falls into a local optimum solu-
tion. Since true clusters and connectivities are unknown,
we need to infer clusters and connectivities. Therefore,
matching performance depends also on how well the
true clusters and connectivities can be inferred.

4 EXPERIMENTS

4.1 Synthetic data

We evaluated ReMatch by using the following three
types of synthetic data sets with two networks: Bal-
ance, Partial and Dirichlet. Figure 5 shows examples
of the synthetic data sets. For the Balance data, the
number of nodes in each cluster is constant. In par-
ticular, each cluster has 20 nodes and there are four
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Fig. 5. Examples of synthetic data sets. Nodes are

aligned by their cluster assignments. The bar chart shows

the cluster proportions of the type in the network.

clusters in each network. For the Partial data, nodes
are partially matched. The first cluster is used only in
the first network, and the fifth cluster is used only
in the second network. The second, third and fourth
clusters are shared by both of the networks. For the
Dirichlet data, the cluster proportions are generated from
a Dirichlet distribution. Therefore, the numbers of nodes
are different across clusters. The total number of nodes is
100, and the number of clusters is five. In all of the data
sets, the connectivity between clusters was randomly
sampled from a Beta(0.5, 0.5) distribution, and the links
were generated according to the Bernoulli distribution
depending on the assigned clusters.

We evaluated the performance of finding correspon-
dences between groups of nodes in different networks
using the matching adjusted Rand index. The adjusted
Rand index [30] is used for the evaluation of clustering
performance, which quantifies the similarity between
inferred clusters and true clusters, and takes the value
from −1 to 1, and gives 0 for random clustering. We
modified the adjusted Rand index for the many-to-many

matching task, where nodes in different networks should
be correctly assigned to the same cluster. The matching
adjusted Rand index is calculated by

MARI =
c1 + c2 − µ

N1N2 − µ
, (3)

where c1 (c2) is the number of node pairs in different
networks that are correctly assigned into the same cluster
(different clusters) both in the estimated and true assign-
ments, Nd is the number of nodes in network d, and µ

is the expected value of c1 + c2, which is obtained by

µ =
(c1 + c3)(c1 + c4) + (c2 + c3)(c2 + c4)

N1N2

, (4)

where c3 (c4) is the number of node pairs in different
networks that are incorrectly assigned into the same
cluster (different clusters) in the estimated assignments
but that are assigned into different clusters (the same
cluster) in the true assignments.

For the comparison methods, we used IRM+KS, KS
and MMLVM explained below. For the IRM+KS, first
we discovered clusters by the infinite relational model
(IRM) for each network individually, and then found
the correspondence between clusters in two networks
by using convex kernelized sorting (KS) [31], which is
an unsupervised object matching method. It requires
that two networks have the same number of clusters.
Therefore, we set the number of clusters for the IRM
by using the inferred number of clusters by ReMatch,
and the IRM is inferred while fixing the number of
clusters. Note that the IRM with a fixed number of
clusters corresponds to the stochastic block model [11],
[12]. The KS method directly finds correspondence be-
tween nodes using convex kernelized sorting, where the
accuracy is calculated by assuming each node is assigned
to a different cluster. The MMLVM is a many-to-many
latent variable model [21], which can find a many-to-
many object matching given real-valued data. We ran
the MMLVM with latent dimensionality {1, 2, · · · , 10},
and show the best value.

The average matching adjusted Rand index over 30
experiments is shown in Table 1. ReMatch achieved
the highest matching adjusted Rand index for all of
the data sets. When IRMs are inferred individually for
each network, the discovered clusters can be different
among the networks because of local optima or noise
in the data. Therefore, even if we try to find corre-
spondences between clusters after the individual IRM
inference, there would not be corresponding clusters,
and the accuracies by IRM+KS were low. On the other
hand, ReMatch alleviates this problem by finding shared
clusters simultaneously in multiple networks. Because
KS finds only a one-to-one matching, the performance
for matching groups becomes low. The MMLVM is better
than IRM+KS and KS because the MMLVM simultane-
ously finds clusters and their matching. However, since
the MMLVM assumes real-valued data with Gaussian
noise, it is not well suited for binary data, and the
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performance of the MMLVM with the best latent dimen-
sionality setting is lower than that of ReMatch that can
handle binary data.

Figure 6 shows the matching adjusted Rand index
with different parameter settings with Dirichlet data sets.
The default setting of the Dirichlet parameter is one, the
numbers of networks, clusters and nodes are two, five
and 100, respectively. The Dirichlet parameter controls
the variance of the number of nodes in each cluster.
ReMatch achieved high performance when the Dirichlet
parameter was high, or when the distribution of cluster
sizes was uniform (a). When the Dirichlet parameter is
low, clusters with a small number of nodes are likely
to be generated. It is difficult to discover such small
clusters because of data scarcity, and also difficult to
find matchings. Even when the number of networks was
high, the performance was high (b). Since ReMatch find
correspondence between clusters, the number of possible
correspondences is high when there are many clusters.
Therefore, as the number of clusters was increased, the
matching adjusted Rand index became low (c). The per-
formance was high when the number of nodes for each
cluster was high (d). This is because we can accurately
identify the interaction patterns between clusters when
their are many nodes per cluster.

Figure 7 shows the cluster assignments over iterations
in the inference with the Balance data. Here, node in-
dices are aligned by their true cluster assignments; for
example, indices 1 to 20 belongs to cluster 1 for both
networks. We started with three clusters, where nodes
were assigned randomly to one of the clusters. At the
1st iteration, many nodes were not clustered. At the
2nd iteration, some nodes were clustered and matched
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10 20 30 40 50 60 70 80
1
2
3
4
5
6

10 20 30 40 50 60 70 80
1

2

3

1st iteration

10 20 30 40 50 60 70 80
1

2

3

4

5

10 20 30 40 50 60 70 80
1

2

3

2nd iteration

10 20 30 40 50 60 70 80
1

2

3

4

5

10 20 30 40 50 60 70 80
1

2

3

3rd iteration

10 20 30 40 50 60 70 80
1

2

3

4

5

10 20 30 40 50 60 70 80
1

2

3

4

4th iteration

10 20 30 40 50 60 70 80
1

2

3

4

5

10 20 30 40 50 60 70 80
1

2

3

4

5th iteration

10 20 30 40 50 60 70 80
1

2

3

4

10 20 30 40 50 60 70 80
1

2

3

4

20th iteration

Fig. 7. Cluster assignments over iterations in the infer-

ence with a Balance data set. The horizontal axis is the

node index, and the vertical axis is the cluster index.

Each blue ‘o’ represents a node in the first network, and

each red ‘x’ represents a node in the second network.

Therefore, when ‘o’ and ‘x’ are overlapped, nodes from

different networks are correctly assigned into the same

cluster.

correctly, such as the node 60 to 80 in type 2. At the
5th iteration, nodes except for 1 to 10 in type 1 are
correctly matched. At the 20th iteration, all of the nodes
were perfectly matched. ReMatch finds clear clusters that
are easy to be matched at early stage, and then, it finds
other clusters by flexibly changing the number of clusters
based on Dirichlet process priors. By simultaneously
finding clusters and their matching, we can discourage
being trapped into different local optima across multiple
networks.

4.2 Cross-domain recommendation

For evaluating ReMatch in a cross-domain recommenda-
tion setting, we used Movie data. The Movie data con-
sist of two user-movie networks obtained from Movie-
Lens [32], which is a standard benchmark data set for
collaborative filtering. The MovieLens data contained
943 users, 1,682 movies, and 100,000 ratings. First, we
split users and movies into two sets. Then, the first
(second) user-movie network is constructed by users and
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TABLE 1

Average matching adjusted Rand index, and its standard error for the synthetic data sets. Values in bold typeface are

the best, or are not statistically different (at the 5% level) from the best as indicated by a paired t-test.

ReMatch IRM+KS KS MMLVM
Balance 0.941± 0.012 0.344± 0.069 0.067± 0.001 0.736± 0.039

Partial 0.728± 0.050 0.057± 0.040 −0.001± 0.002 0.262± 0.043

Dirichlet 0.419± 0.064 0.065± 0.040 0.003± 0.001 0.156± 0.045
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Fig. 8. Shared latent group structures discovered by

ReMatch in the Movie data. The vertical axis represents

the user index, and the horizontal axis represents the

movie index.

movies in the first (second) set, where xdij = 1 if user i

has rated movie j in network d, and xdij = 0 otherwise.
The two networks do not share any users and movies.
Note that collaborative filtering methods would not
work for cross-domain recommendation because there
are no shared users and items. Cross-domain recommen-
dation methods have been proposed [14], [33]. However,
since they assume a Gaussian noise model they are
unlikely to perform well on binary data; we empirically
demonstrate the poor performance of a similar model
with Gaussian noise, MMLVM [21], in Section 4.1. Figure
8 shows the latent group structures inferred by ReMatch,
where similar structures were discovered in two different
networks.

We evaluated ReMatch in terms of cross-domain rec-
ommendation performance. With ReMatch, the probabil-
ity that user i in network d purchases item j in network

d′ is calculated by ηzd1izd′2j . We predicted links in the
other network for hidden corresponding users using
ReMatch, IRM+KS, User-average, Item-average and Av-
erage methods. The User-average method predicts links
by the average connectivity of the user, and Item-average
method predicts by the average connectivity of the item
in the other network. Table 2 shows the results averaged
over 30 experiments. For the evaluation measurements,
we used the test likelihood, AUC (area under the ROC
curve), and accuracy. With all of the measurements, Re-
Match achieved the best predictive performance. We did
not compare with KS or MMLVM because they require
a huge amount of computational time. When using a
computer with 2.93GHz CPU, the computational time
of ReMatch, KS and MMLVM were 20 minutes, 4 days,
and 8 days, respectively, for a single experiment. The
computational complexity of KS is cubic in the number
of nodes because a linear assignment problem solver
is required. Since MMLVM does not assume relational
data, it found too many clusters (over 200 clusters) with
the Movie data, and thus took a long time to compute.

4.3 Co-clustering words and documents

We used the 20News data to evaluate ReMatch on co-
clustering words and documents with multiple text data
sets. The 20News data are generated from 20 News-
groups data set [34] with binary occurrence data for
100 words across 16,242 documents1. The documents are
categorized into the following four newsgroups: ‘com-
puters’, ‘recreation’, ‘science’ and ‘talk’. We randomly
sampled two disjoint sets of 1,000 documents from the
data with 250 documents from each category, and cre-
ated two word-document networks.

Figure 9 shows the shared group structure discovered
by ReMatch, where the words and documents in the two
networks were co-clustered with similar patterns. Table
4 shows the word clustering result by ReMatch, where
it discovered 10 word clusters. Even though we did not
use the correspondence information between words in
different networks, most words were assigned into the
same cluster. Figure 10 shows the document clustering
result by ReMatch, where it discovered eight document
clusters. Each cluster exhibits similar proportions of doc-
ument categories across the two networks. Some clusters
correspond to a particular category, for example most
of the documents in cluster ℓ = 3 are categorized into
’computers’. Table 3 shows the matching adjusted Rand

1. available at http://www.cs.nyu.edu/˜roweis/data.html
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TABLE 2

Cross-domain recommendation results using the Movie data.

ReMatch IRM+KS User-average Item-average Average
Likelihood −0.141± 0.000 −0.189± 0.003 −0.191± 0.000 −0.211± 0.000 −0.235± 0.000

AUC 0.926± 0.000 0.855± 0.005 0.832± 0.000 0.748± 0.000 0.500± 0.000

Accuracy 0.946± 0.000 0.931± 0.001 0.937± 0.000 0.937± 0.000 0.937± 0.000

TABLE 3

Average matching adjusted Rand index and their

standard error for the 20News data.

ReMatch IRM+KS
0.082± 0.005 −0.002± 0.003

TABLE 6

Average matching adjusted Rand index and their

standard error for the Wikipedia data.

ReMatch IRM+KS
0.118± 0.021 −0.004± 0.012

index for the task of matching document categories.
ReMatch achieved higher performance than IRM+KS.

4.4 Multi-lingual word clustering

We applied ReMatch to multi-lingual word clustering.
The Wikipedia data consists of English and German
Wikipedia documents in the following five categories:
‘Nobel laureates in Physics’, ‘Nobel laureates in Chem-
istry’, ‘American basketball players’, ‘American com-
posers’ and ‘English footballers’. For each category, we
sampled 50 documents that appear in both English and
German Wikipedia. We used 1,000 frequent words after
removing stop-words for each language. There were
150 nodes (documents) for type 1, 1,000 nodes (words)
for type 2, and 13,892 relations (word occurrences) on
average for each language document-word network.

Figure 11 shows the latent groups discovered by Re-
Match, which have different structures in English and
German. However, some clusters are shared as shown
in Table 5, which contains some examples of the shared
word clusters. For example, the first cluster is ‘nobel
prize’, the second is ‘basketball’, and the third is ‘foot-
ball’. Note that even though some words appear in
both English and German, we did not use the corre-
spondence nor morphological similarity information for
the inference. ReMatch discovered shared word clusters
from English and German documents without any corre-
spondence in documents and words. Table 6 shows the
matching adjusted Rand index for the task of matching
document categories. ReMatch achieved higher perfor-
mance than IRM+KS. Figure 12 shows the document
clustering result by ReMatch on the Wikipedia data.
Each cluster exhibits similar proportions of document
categories across English and German networks. For
example, in both the English and German networks,
all of the documents in cluster ℓ = 1 were categorized

in ‘American composers’, and all of the documents in
cluster ℓ = 3 were categorized in ‘English footballer’.

5 CONCLUSION

We have proposed a method for unsupervised many-to-
many object matching for relational data, which discov-
ers shared latent groups from multiple networks without
node correspondence. We have experimentally shown
the effectiveness of the proposed method on unsuper-
vised discovery of cluster correspondence, cross-domain
recommendation, multi-task co-clustering of multiple
document-word networks, and multi-lingual word clus-
tering. In this paper, we exploited a common property
among multiple networks of shared latent groups. For
future work, we would like to investigate to use other
common properties such as heavy-tailed degree distribu-
tions and the small world property. A simple extension
of the proposed approach is to use other distributions for
observation, such as Gaussian and Poisson distributions,
which would enable us to handle continuous and count
data. The IRM has been extended in many directions,
such as the latent feature network model [35] that allows
each node to be assigned to multiple clusters, and the
dynamic IRM [36] that discovers clusters from time-
varying network data. Also, models for finding struc-
tured clusters have been proposed, such as trees [37] and
multi-way clustering [38]. We would like to apply the
framework proposed in this paper to these models for
discovering richer latent structures.
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Multi-lingual word clustering by ReMatch in the Wikipedia data. Each pair of rows corresponds to a cluster, and the

top/bottom row shows words from English/German, respectively.
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