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Abstract. In this paper, we describe an efficient indexing method for a
shape-based similarity search of the trajectory of dynamically changing
locations of people and mobile objects. In order to manage trajectories
in database systems, we define a data model of trajectories as directed
lines in a space, and the similarity between trajectories is defined as the
Fuclidean distance between directed discrete lines. Our proposed simi-
larity query can be used to find interested patterns embedded into the
trajectories, for example, the trajectories of mobile cars in a city may
include patterns for expecting traffic jams. Furthermore, we propose an
efficient indexing method to retrieve similar trajectories for a query by
combining a spatial indexing technique (R*-Tree) and a dimension re-
duction technique, which is called PAA (Piecewise Approximate Aggre-
gate). The indexing method can efficiently retrieve trajectories whose
shape in a space is similar to the shape of a candidate trajectory from
the database.

1 Introduction

Recently, many location sensors such as GPS have been developed, and we can
obtain the trajectory of users and moving objects using these sensors [12]. Trajec-
tory data are widely used in location-aware systems [1], car navigation systems,
and other location-based information systems, that can provide services accord-
ing to a user’s current location. These applications have stored in them a lot of
trajectories, and these trajectories may include interesting individual patterns of
each user. For example, by analyzing trajectories of users who work in a build-
ing, we can find important passages, rooms, stairs, and other facilities that are
used frequently. The result of the analysis can be used for the management and
maintenance of the buildings. In the case of a navigation system, a driver can
check the route to a city by referring to the trajectories of other users who have
driven to the city before. In another case, we can study characteristics to improve
performance in a sport by analyzing the motion data measured by the sensors
attached to the bodies of top sports players.



There have been many studies on managing mobile objects data (MOD) [2] [8]
[11] [14] [16]. One of the most interesting of these is the development of efficient
method to retrieve objects, which is indicated by either a spatiotemporal range
query or a spatio-temporal nearest neighbor query. Both queries are defined as
the distance between the trajectory of a mobile object and an indicated point
in a space. For example, the range query is generally defined as the query for
retrieving all objects which passed within a given distance of an indicated point,
such as "retrieve all of the people who walked within one mile of the buildings
at the time.” The range query can also be defined as the query to retrieve all
objects that passed within an indicated polygon.

In both cases, the query is defined using the distance between figures in a
space. These distance-based queries are useful in location management of mo-
bile objects [15], however, these queries do not have enough power to analyze
the pattern of the objects’ motion. As mentioned above, because we are inter-
ested in the extraction of the individual moving patterns of each object from
the trajectories, it is necessary to develop more powerful tools to analyze the
trajectories. Hence, we propose shape-based queries of trajectories in space for
the analysis, for instance, “retrieve all objects that have a similar shape to the
trajectory where a user walked in a shop.” Using this query, we may classify
the customers in the shop based on their shape patterns of the trajectories. In
other words, our approach is based on the shape similarity between lines, while
the existing approaches adopt the distance between points as the key to retrieve
required objects.

It is difficult to define the similarity between lines in a space. However, we
found this useful idea through research of time series databases [6] [7] [10]. The
time series database systems can store time series data such as temperature,
economic indicators, population, wave signals, and so on, in addition to sup-
porting queries for extracting patterns from the time series data. Most of the
time series database systems adopt the Euclidean distance between two time data
sequences [7] for analysis; if two sequences, ¢, ¢/, are given as (wy,ws, ..., wy,)
and (w],w),...,w.,), the similarity can be defined as

D(e,c) = \/(w1 —w))2+ ..+ (w, — w2

(In Section 3, we describe the similarity in detail) Because trajectory is a type of
time series data, the time series database is able to deal with trajectory. However,
trajectory not only has a time series data feature, but also has a directed line
in space feature. For example, it is difficult for the time series database to find
data for a geographic and spatial query.

Therefore, in this paper, we present a data model for trajectories of mobile
data, and a query based on the distance between two trajectories by extending
the similarity used in the time series database systems. Moreover, we propose a
new indexing method for retrieving required trajectories by queries based on our
defined distance between trajectories. In Section 2, we describe our proposed data
model for the trajectory. Section 3 describes the distance between two discrete
directed lines for calculating similarities between two trajectories . In Section 4,
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Fig. 1. Trajectory of Mobile Objects ((a) trajectory in the real world. (b) trajectory
stored in a database)

we present both the processing method for our proposed query and an indexing
technique that is an extension of Piecewise Aggregate Approximation (PAA) [7].
Finally the evaluation of our approach is shown in Section 5.

2 Trajectory of Mobile Objects

In order to effectively manage mobile objects, it is necessary to manage the loca-
tion of each object at each time. Generally, a location management system can
retrieve objects located in the indicated area at the indicated time [2]. However,
we are interested in the similarity of the trajectory’s shape in a space. In order
to define the similarity between trajectories, it is necessary at first to define the
trajectory as a figure drawn in space. Hence, we define the data model for the
trajectory of mobile objects!.

A real-world trajectory is a directed continuous line with a start and end
point (Figure 1(a)). Given a two-dimensional space R? and a closed time interval
I, = [t,¢'] with t <, a trajectory X is defined as follows,

Definition 1 : Trajectory
A trajectory is the image of a continuous mapping of \ : Iy — RZ.

This definition is a temporal extension of the definition of a simple line de-
scribed in [3]. Next, we denote the length of trajectories in R? as Lg and the
interval of trajectories in temporal space as Lp:

Definition 2 : Length of Trajectory in Space R>
The length of trajectory A during a period [to, t1] is denoted as Lg(, [to, t1])
calculated as follows:

Ls(\, [to, ta]) = /tt \/@ff 4 (?}{)2&, where A(t) = (z,7)

! For simplification of the problem, we just focus on the trajectory of mobile objects;
in other words, we do not discuss the data model of the other attributes of the
objects, such as shape, name, and so on.




The length of the whole trajectory is denoted as Lg(\)( = Lg(A, [¢,t']).

Definition 3 : Temporal Interval of Trajectory
The & = (z,y) is a vector in space R?. The temporal interval of trajectory
A between x; and x; on A is defined as follows:

LT(A, [m,,m]]) = |tj — t1'|, Where )\(tz) = .’Bi,)\(tj) = :Ej7 and ti,tj S I)\[t7t/]
Lr(\) = |t — ¢

However, a location sensor device such as GPS does not continuously measure
the coordinates of a mobile object, but samples such data. The measured data
are thus a sequence of coordinates of positions shown in Figure 1(b). Hence, we
define discrete trajectory A as a discrete function. Each vector z; represents a
position of a mobile object at each time T'5 = {to,t1,...,tn} in the space.

Definition 4 :Discrete Trajectory _
A discrete trajectory is the image of a discrete mapping: A : T'5 — R

A discrete trajectory can be represented as a vector sequence (41, s Ttm ),
also. If T'5 = {1,2,...,m}, we denote the discrite trajectory A as just a simple
vector sequence (Zi,...,T,). Additionally, where )\(tl) = x; , we introduce
several notations; T'; (i) = t;, X (i) = x;, and |A| is the number of the vectors
included in A (JA| = |T;|). Next, we define the distance between two vectors
x,x’ in R%

Definition 5 :Distance of Vectors
D(x,x') = /(z — )2+ (y — ¢/)?

That is, this definition assumes that space R? is Euclidean.

Although \ is a discrete line, it is necessary to deal with A as a continuous line
in a query. In order to satisfy this requirement, we define a function to convert
the discrete line into a continuous line. There are various methods to calculate an
approximate continuous line from a discrete line [4]. In our approach, we adopted
the piecewise linear approximation because of its simplicity and popularity [15].

Definition 6 : Piecewise Linear Approximation of)'\
X [to, tm] — R? is given as

Ar) — A(t) if t € Ty
ti:t—iti Alti) + tt:ll—_tti Mtiv) if t & T

t; must be selected under the condition: ¢; <t < ;41

In the rest of this paper, we mainly discuss the features of both A and . Note
that in this paper, we only mention the trajectory on R?, but our proposed model
and techniques can obviously be adapted to the higher dimensional space R".
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Fig. 3. Existing kNN approaches

3 Similarity Query based on Shapes of Lines

3.1 Shape-based Approach

The similarity query is useful in its own right as a tool for exploratory data
analysis[7], and it is a significant element in many data mining applications.
For instance, we may find the optimum arrangement of items in a market by
analyzing the trajectories of customers walking around in a shop. In addition
to its usefulness in the trajectory database, the similarity query is one of the
most interesting fields in time series databases. In time series databases, the
similarity between two sets of time series data is typically measured by the
Euclidean distance [6] [7], which can be calculated efficiently.

However, there have been few discussions on the similarity between two lines
in space because the previous approaches for spatial queries have focused on the
“distance” between a point and a line [2] [9] [15]. The interest of the previous
approaches was mainly to find objects that pass a point near the indicated point,
such as a car passing through a street. On the other hand, we are interested in the
“shape” of the trajectory. In order to calculate shape-based similarities among
trajectories, it is necessary to define a new similarity for the trajectories, as
shown in Figure 2(b).



In general, the similarity query is represented as a k Nearest Neighbor Query
(kKNN) [2] [5] [9] . There are two types of existing approaches, one is based
on spatial similarities, the other is based on similarity between two time series
data. The example of the existing spatial kNN is illustrated in Figure 3(a). In
this case, the answer is L1, Lo when K is 2. On the other hand, the similarity
between two time series data is defined as the Euclidean distance between two
time series, where the length of each is n. The distance is defined as the Euclidean
distance between two n-dimensonal vector data [7] shown in Figure 3(b). While
this distance of the time series data is based on shape, the distance is defined
only in the case of R' x T' (T = [0,00]), but not in the case of R™ x T, shown
in Figure 2(b). Since the trajectory has both spatial and temporal features, we
consider three types of similarity queries for trajectories as follows:

Spatio-Temporal Similarity: based on a spatio-temporal feature in R? x T.

Spatial Similarity: based on a spatial only feature in R? without temporal
features.

Temporal Similarity: based on a temporal only feature in R' x T without
spatial features.

In the rest of this section, we define the similarity in the first two cases. We
do not define the temporal similarity because this similarity is the same as the
similarity defined for the time series databases.

3.2 Shape-based similarity query

As mentioned above, the trajectory has a time series data feature. We define
the similarity between two trajectories in the same manner as for the similarity
defined in the time series query[7]. For the time series database, the similarity
of the two time series data, where each has n value, is given by the Euclidean
distance between vectors in R". In [6] and [7], when there are two time series
data, ¢ = (Wi, wa,...,wy), ¢ = (Wi, wh, ..., w), the distance D(c,¢’) is defined
as follows:

D(e,e) = \/(wr —wh)? + ... + (wy, — w))?

This definition can be extended if each vector z is a vector in space R?, when
the time series vectors are X = (x1,®a,...,%,), X = (z},x,...,2,) , and
the distance is D(c,c’). We define the distance between two time series vectors
D(X, X'") by extending the definition of D(c,c), as follows:

D(X,X') = \[D(@y, @})? + ...+ D(n,/,)?

Based on this definition, we consider the shape-based similarity query for
trajectories. Here, A is the set of discrete trjectories stored in the database, and
each \; ()\Z € A) is a discrete trajectory, such as \; = (x1,...,Zm). The query
trajectory )'\q is given as )'\q = (¢1,...,%n). The shape-based range query can
then be defined using /i, Mg, and the previous defined distance between two time
series vectors, as follows:



Input : A, .)'\q and 0 (0 is a natural number).
Output : A, {Xa1,-. -, Ak} € Aqg.

function Qrqnge( 0: integer, ).\q, A) : Aa
begin
var j : integer, [ := |}\q|, Ao = ¢;
for each )\1 in A do
for j:=1to || =141 do
begin
)‘\ij = subsequence().\i, gy l);
{ This function will return a subsequence of the original sequence M,
such as (@), Tji1,...,@jp1-1), each & € \;}
if D(A\g, Aij) < 0 then
Add )\” to /ia;
end;
return /ia;
end.

Fig. 4. The process of the shape-based range query of trajectories

Definition 7 : Shape-based Range Query

The process for calculation of the shape-based range query Qqnge(9, ).\q, A)
is given in Figure 4. The range query is defined as a subsequence match of
trajectories as shown in Figure 5.

In addition, the nearest neighbor query can be defined using our distance
between trajectories. In our definition, the temporal features are not indicated
in the query, however, we consider that the temporal features can be indicated
independently from the range query. For example, a query “Qrange( 0, }\q, A) A
11:00 < T (1) < 12:00” means retrieving subsequences Aai where the distance

between A\, and Aui is less than 6. Moreover, the first vector in Mg is measured
within the interval [11:00, 12:00].

3.3 Spatio-temporal distance between two trajectories

Our defined distance D(X, X') can be used only in the case where each vector
x € X is measured by the same interval, that is At =t,41 —¢; (i=1,...,n —
1), where ¢; is an interval from the time when x; is measured. However, each
vector in the trajectory is not always measured by the same interval At because
sensor devices often lose the data. For example, a discrete trajectory illustrated
in Figure 6(a) has no measured vectors at ¢ = 5,7,9.. Therefore, to calculate
the similarity using our definition, we define a temporal normalized discrete
trajectory Aa; for trajectory A, as follows:

Definition 8 : Temporal Normalized Discrete Trajectory
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Fig. 5. Similarity query for trajectories

Given a trajectory A defined for time interval [ts, ], and a natural number
m, the temporal normalized discrete trajectory Aa; is defined as follows:

Aac = (Mts), Mts + At), ..., Ats +mAt)) , where tg + mAt = tg

Intuitively, this discrete trajectory Ay is the re-sampled trajectory per fixed
interval At from A, shown in Figure 6(c). In other words, Aa¢ is generated by
dividing A into equal interval At. For discrete trajectory )\, we can use the piece-
wise linear approximation X instead of . In the case of Figure 6, the temporal
normalized discrete trajectory (Figure 6(c)) is generated from the approximate
trajectory (Figure 6(b)).

Definition 9 : Spatial-Temporal Similarity between two Trajectories

Given two trajectories A and X with the same temporal length (i.e. Lp(\) =
Lr()) ) and a natural number m, the spatio-temporal distance (similarity)
Drg(A, A) between A and X is defined as follows:

m !
Drg(A ) = %ﬂ SD(X (i), X 5., (i))2, where At = Lq;i)\) _ LT,n(l)\)
=0

Note that DTS(/'\, N) can be defined as DTS(S\,S\’). In this definition, the
similarity is the Euclidean distance between trajectories represented as m + 1
dimensional vectors, and the interval of each trajectory is normalized. Using this
definition, it is possible to find trajectories whose shape is more similar to the
query trajectory than can be found using previous methods.

3.4 Spatial distance between two trajectories

In definition 8, we focused on the shapes of the trajectories in space R? x T.
However, there are cases where the shapes in R? (without temporal features) are
just as important, such as for example in the case of finding similar trajectories
to those of a specified user when focusing on the “spatial” shape. Hence, we also
define the spatial similarity between two trajectories.
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Fig. 6. Normalization of trajectories

Definition 10 : Spatial Normalized Discrete Trajectory
Given a trajectory A and a natural number m, the spatial normalized discrete
trajectory As is defined as follows;

As = (A(to), ..., A(tm)), where Lg(\, [tio1,t:]) =6,(i=1,...,m)

Similar to Aag, Ag is generated by dividing A into equal spatial length §. In
the case of Figure 6, the spatial normalized discrete trajectory (Figure 6(d)) is
generated from the approximate trajectory (Figure 6(b)).

Definition 11 : Spatial Similarity between Trajectories

Given two trajectories A and X' with the same spatial length (i.e. Lg(\) =
Lg()\)) and a natural number m, the spatial distance (similarity) Dg (A, N
between A\ and )\’ is defined as follows:

1 < , . Ls(\)  Lg(N
D5 X) = Lo |57 DX, (), X5 ()2 where 5 = Z5O) — L5140
i=0

Using this definition, it is possible to find the trajectories whose spatial shape
is similar to that of the query trajectory without temporal features.

4 Indexing

With our proposed method for calculating similarity between trajectories, the
database system can find the trajectories that have similar shapes to the shape
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of the query trajectory. However, the cost of calculating our defined similarity
is very high, because it is necessary to calculate Euclidean distances between
each point on the query trajectory and each point on all trajectories stored in
the database. In general, database systems store a lot of trajectories, and the
amount of data is increasing rapidly. Therefore, it is important to reduce the
cost of calculating similarities. In this section, we present an indexing method
to reduce the cost of calculating similarities, which is based on techniques for
reducing the dimensions of vector data.

4.1 Piecewise Aggregate Approximation

Piecewise Aggregate Approximation (PAA) [7] is a technique for reducing the
cost of comparing two sets of time series data. The essential idea of this technique
is the reduction of the number of compared data using the lower limit values of
time series data. Here, we describe only an outline of this technique because it
was fully presented in [7].

As mentioned in Section 3, the similarity between two time series data sets
can be defined as Euclidean distance between two sequences represented as multi-
dimensional vectors. Even if the query sequence has a shoter length m than the
candidate sequence, the similarity can be defined as the distance between the
query sequence and each subsequence of the candidate sequence, as illustrated in
Figure 3(b). According to the definition of the similarity between two sequences
(mentioned in Section 3.3), when the length of the query sequence is m and
the maximum length of a candidate sequence is n, the order of calculating the
similarity is obviously O(mn) for each stored sequence. In order to reduce cost of
comparison, it is necessary to reduce the number of compared values in sequence.

The PAA is a technique for generating approximate sequences to efficiently
calculate similarity. If the original sequence has n values, the approximate se-
quence has only k values ( k is a factor of n and k is much less than n ). Each
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Fig. 8. The process for generating indexes to trajectories

member of the approximate sqeuence ¢ = (w, ..., wy) is given as follows:
1 ki
’Lf)i = % Z ’LUj
j=k(i—1)+1

In short, each w; is calculated as the average of <wk(i,1)+1, . ,wki>. Moreover, it
was proved in [7] that the approximate sequences ¢, ¢ have a special relationship

with the original sequences ¢, ¢ (|¢| = || = k):
D(e,é) < D(c,d)

This relationship means the distance between the approximate sequences is the
lower limit of the distance between the original sequences. For example, in the
case of Figure 7(a), the distance between ¢; and ¢ (Figure 7(b)) is always greater
than the distance between approximate sequences ¢; and ¢z, shown in Figure
7(c). Using this result, the database system can reduce the number of compared

sequences with the query sequence.

4.2 Extended Indexing Method for Shape-based Similarity Query

The PAA is a simple and efficient technique for reducing the number of compared
time series data; however, this technique has only been adapted to the data in
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space R x T. Hence, we extend this technique to trajectory data in space RZxT.
Moreover, we present an efficient indexing method for trajectories by combining
two techniques: PAA and a spatial indexing technique (R*-Tree [13]) 2 We only
describe the case of the spatial similarity query, but the essential idea can also
be adapted to the spatio-temporal similarity query.

First, we define the extension of PAA for the 2-dimensional space:

Definition 12 : 2-Dimensional PAA (2D-PAA)
Given a normalized spatial trajectory As (Ls(\s) = nd) and k, which is a
factor of n, 2-Dimensional PAA of \s is:

X = (&1, &2,..., &) such that &; = (T;,y;)

ki ki
_ 1 i 1
=7 E Ty = E y; where x; = (z;,y;)
j=k(i—1)+1 j=k(i—1)+1

Intuitively, 2D-PAA can approximate the trajectory’s shape by calculating
the center of the points contained in the trajectory. Using 2D-PAA and R*-Tree,
the indexes to trajectories can be generated as shown in Figure 8.

In order to retrieve trajectories whose distance to the query trajectory is less
than 6, the database system processes the following steps;

1. Calculating X, = (Zg1,- .., Zq) for the query trajectory A, (Asq)-

2. Searching sequences X1, Xo,... (the length of each sequence is k) on R*-
Tree, such as Dg(X;, X,) < 0.

3. Finding answer trajectories A1, Ag, ... such as Dg(A;, Ag) < 6.

In our approach, the number of compared data is reduced in two steps. The
combination of both reduction techniques enables databases to retrieve answer
trajectories efficiently. Therefore the trajectory databases can support the shape-
based similarity query without a heavy load. Our indexing method’s performance
is evaluated in Section 5.

5 Performance Study

5.1 Experimental Settings

There are basically three variables that could affect the similarity between tra-
jectories. The first is the length of a query, because as the length of query in-
creases, the similarity decreases, but the cost of calculating similarities increases.
The second variable is the density of the points in a space, since the similarity
increases and the number of compared trajectories increases with the density of

2 APCA [6], which is an extension of PAA, uses R-Tree based indexing techniques.
However, the indexing method only uses R-Tree techniques to retrieve time series
data (in space R' x T) efficiently, not to retrieve sequences of vectors such as tra-
jectories in space R? x T.
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Fig. 9. The comparison of our proposed indexing method with the existing method

the points. The final variable is the complexity of the trajectory’s shape. Gen-
erally, the irregularity of an object, motion causes greater complexity of shapes;
in other words, people walking randomly generate the most complex shapes.

Therefore, we generate sample trajectories by changing these variables. The
number of trajectories is 2-32, the length of trajectories is just 1000 (i.e., the
maximum number of points is 32000), and the sampling interval At is fixed?.
Each trajectory has shapes that represent people walking freely on a plane while
changing speed and direction, and the frequency of the change in these values is
altered in order to generate various complex shapes. In addition, the trajectories
are embedded into a fixed area (size is 500 x 500) without any tendencies, in
other words, the density of points can be controled by the number of embedded
trajectories.

5.2 Efficiency

We have an experiment to assess the performance of our indexing method. For
the experiment, we implemented two types of engine to find the trajectory which
is the “nearest” to the query trajectory. The first engine checks every point on
all trajectories (without any index), while the second engine checks only points
filtered by our proposed index. We generated random trajectories for a query,
and measured the calculation time required to find the nearest trajectory to
the generated query trajectory. Since this is a simple performance evaluation of
our approach, we gave a very simple query for each engine; the length of the
query is fixed to k. In other word, the query trajectory A, has just k items,
such as ).\q = (x1,...,xk) , and the approximate trajectory 5\q has only one item
xz=(1/k Zle i, 1/k Zle yi) where x; = (x4, y;).

Figure 9 illustrates the experimental result in the case where the shape of
trajectories is simple. While the left graph in the figure shows the calculation

3 Even in the case where At is not fixed, we can take similar results from the case
where At is fixed, because fixed trajectories can be mechanically generated from
original trajectories with the piecewise linear approximation defined in Section 2.
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time with our indexing methods, the right graph shows without any index. With
our proposed index, the calculation time is 60%—75% less than without the index
in each situation. For example, in the case where the query length is 256 and
the number of points is 32000 (it is the worst case), the calculation time is 3,325
msec with the index. On the other hand the calculation time without the index
is 18,206 msec. Although the time taken to generate indexes (overhead) is 3,377
msec when the number of points is 32,000, it is less than the time required
without the index. As a result of our experiment, the advantage of our indexing
method is clear.

In addition, we measured the calculation time in cases where the shape of
trajectories is very complex, such as trajectories where each object moves almost
randomly. In this case, the calculation time is 15%-20% greater than the time
in the simple case; however, the rate of increase is the same in cases with the
index and without the index.

6 Conclusion

The main contribution of this paper is the presentation of an efficient indexing
method for processing shape-based similarity queries for trajectory databases.
In order to calculate similarity between trajectories, we defined discrete trajec-
tories that were re-sampled per fixed interval. Furthermore, we described the
performance of our proposed indexing method, and we show the advantage of
our method over the existing methods.

As future work, we will implement the trajectory database system to eval-
uate our proposed model, Furthermore, we will develop several real application
programs such as a car navigation system, a personal navigation system, and
other location-wares.
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