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Abstract

This paper proposes an activity recognition method
that models an end user’s activities without using any la-
beled/unlabeled acceleration sensor data obtained from the
user. Our method employs information about the end user’s
physical characteristics such as height and gender to find
other users whose sensor data prepared in advance may
be similar to those of the end user. Then, we model the
end user’s activities by using the labeled sensor data from
the similar users. Therefore, our method does not require
the end user to collect and label her training sensor data.
We confirmed the effectiveness of our method by using 100
hours of sensor data obtained from 40 participants, and
achieved a good recognition accuracy almost identical to
that of a recognition method employing an end user’s la-
beled training data.

1. Introduction

Activity recognition technology has various kinds of
real-world applications such as care of the elderly, fitness
support, and lifelogging. In particular, many studies recog-
nize activities by using body-worn accelerometers to cap-
ture characteristic movements of parts of the body such
as the hands or waist [1, 12]. This paper also focuses
on acceleration-based activity recognition. However, be-
cause most studies employ a supervised machine learning
approach and thus require an end user’s labeled training
data, this approach places a large burden on the user. Some
approaches generate the user’s specific activity models with
small amounts of her and other users’ labeled data prepared
in advance. However, this approach still requires the end
user to undertake data collection and labeling.

The new approach proposed in this paper can generate
specific activity models for an end user without needing any
labeled/unlabeled sensor data. Assume that we wish to gen-
erate activity models for an end user (a target user). We
prepare labeled training data from many other users (source
users) in advance. Our method finds and selects source

users whose sensor data may be similar to those of the tar-
get user by using information about their physical charac-
teristics (PC information) such as height, weight, dominant
hand, and sport experience. Then, our method generates
the target user’s activity models from the labeled data of
selected source users. For example, when we generate a
‘walk’ activity model of a target user, we find source users
whose ‘walk’ activity sensor data may be similar to those of
the target user by employing only their PC information. We
then generate the ‘walk’ activity model of the target user ob-
tained from the ‘walk’ sensor data obtained from the source
users. Generally, a larger amount of training data means a
better learned model. This is because, when we have large
amounts of training data, we can capture and model many
different human activities. However, we believe that when
we construct an activity model of a target user, modeling
her activity with source users’ training data that are very
different from those of the target user may reduce the ac-
curacy with which her activities are recognized due to the
mismatch between the two sets of data. For example, ‘brush
teeth’ sensor data from a right-handed user may be very dif-
ferent from those of a left-handed user. Therefore, we con-
struct the model solely from selected training data. In addi-
tion, when we recognize the target user’s test data, we adapt
the learned model to the target user by using the test data
to achieve more accurate recognition. Our method simply
asks a target user to input her PC information and so im-
poses only a small burden on the user.

The contributions of this paper are that we propose a new
activity recognition method that models an end user’s activi-
ties using information about her physical characteristics and
adapts the models to the user by employing statistical meth-
ods, and we investigate the effectiveness of our method us-
ing large amounts of labeled sensor data, namely 100 hours
of sensor data from 40 experimental participants.

2. Related Work

We introduce activity recognition studies that reduce the
labeling effort required of an end user. Ohmura et al. [9]
recognize activities based on small amounts of end user sen-
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sor data by using adaptation techniques such as maximum-
likelihood linear regression (MLLR) and maximum a poste-
riori (MAP) adaptation techniques [7, 4], which are usually
used in speech recognition. Forster et al. [3] implement
an adaptive gesture recognition system that employs brain
decoded signals to detect recognition errors automatically,
and re-train the recognition model according to the detected
errors. Stikic et al. [14] reduce labeling costs and achieves
highly accurate recognition by using an active learning tech-
nique. That is, the recognition system locates a sensor data
segment that it finds hard to recognize, and then asks the
end user to input the correct answer for the segment. Huynh
et al. [5] also reduce labeling effort by combining gener-
ative models and discriminative classifiers. More specifi-
cally, they first obtain clusters of activities by employing
a generative approach without any labels and then boost
the recognition results of the generative models by employ-
ing a discriminative approach with small numbers of labels.
Krassnig et al. [6] model the activities of an end user by us-
ing labeled sensor data from other users of the same gender
as the end user. There are several activity recognition stud-
ies employing non-wearable sensors that also attempt to re-
duce labeling work. Kasteren et al. [16] employ ubiquitous
sensors installed in a house, and recognize activities in the
house by using labeled training data from other houses with
a transfer learning technique. Perkowitz et al. [10] employ
RFID tags attached to daily objects and automatically gen-
erate activity models that involve object usage information
from web pages such as cooking recipes. The method we
propose here employs information about the physical char-
acteristics of the users to reduce their effort in addition to
employing adaptation techniques.

3. Our Approach

3.1. Overview

Our recognition method consists of three procedures;
preparation, activity modeling, and activity recognition. As
preparation, we first compute the similarities between the
activities of source users by using labeled acceleration data
collected from the source users in advance. Second, for
each activity class, we learn the relationship between the
activity similarities and the attributes of the users’ PC infor-
mation. That is, we learn a model that estimates the activity
similarity of a certain activity class for two users by using
their PC information. We call the model a user similarity
model. For example, a user similarity model of the ‘walk’
activity class estimates ‘walk’ activity similarity between
two users by using their gender, height, weight, etc. The PC
information includes physical information about the source
users such as their height and age. The PC information also
includes information related to the source users’ activities

Activity Modeling Activity Recognition

Labeled 

sensor data

Learning

activityUser similarity 

models

Adapting

model

Initial activity 

models

Adapted activity 

models

Recognizing

test data
Training 

data

Similar 

users

Test data

PC info.

Figure 1. Architecture of our recognition
method.

that we want to recognize such as their dominant hand in a
‘tennis’ activity and the frequency of a ‘wash dishes’ activ-
ity in their daily lives.

Fig. 1 shows the architecture of our activity modeling
and recognition procedures. In the activity modeling pro-
cedure, for each activity class, a user similarity model of
the class estimates source users whose sensor data may be
similar to those of the target user by using PC informa-
tion about the target and source users. Then, we generate
a model of the activity class by using labeled data from the
source users. We call a model generated from similar source
users’ labeled data an initial activity model. In the activity
recognition procedure, we recognize the activities of a tar-
get user’s test data with the initial activity models. Here, we
generate adapted models for her with the test data to achieve
more accurate recognition.

3.2. Preparation

We want to construct a model that estimates activity sim-
ilarity between two users by using PC information about the
two users for each activity class. Therefore, we employ PC
information to compute the attributes needed to estimate the
activity similarities. As shown in Fig. 2, we prepare a pair
consisting of an attribute set and an answer (activity similar-
ity of the activity class) for every combination of two source
users. With the first pair in Fig. 2, we regard source users A
and B as base and object users, respectively, and compute
attributes from their PC information and the activity simi-
larity from their labeled data. We prepare the pairs for each
activity class, and learn a user similarity model of the class
by using the pairs. The procedures are described in detail
below.

Computing attributes. We compute attributes from PC
information about the two users. We assume two types of
PC information; numerical and nominal information. Nu-
merical information includes a user’s height, weight, and
age. We generate four attributes from numerical informa-
tion about two users. Using the age information obtained
from base user A and object user B, for example, we gen-
erate a numerical value for the base user’s age, a numerical
value for the object user’s age, the difference between the
base user’s age and the object user’s age, and the ratio of
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Figure 2. Attributes and activity similarities of
a certain activity class.

the object user’s age to the base user’s age as shown in Fig.
2. We compute the attributes for each piece of numerical
information for users A and B.

Nominal information includes a user’s gender, dominant
hand, and sport experience. For example, gender informa-
tion has ‘male’ and ‘female’ values, and sport experience in-
formation has ‘yes,’ ‘somewhat,’ and ‘no’ values. We gener-
ate three attributes from the nominal information about two
users. From the gender information about base user A and
object user B, for example, we generate a nominal value for
the base user’s gender, a nominal value for the object user’s
gender, and the difference between the base user’s gender
and the object user’s gender. We define the difference be-
tween the two nominal values as 0 when they are identical,
and 1 when they are different. Note that there is nominal
information that has ordered values, and we allocate a nu-
merical value to each nominal value. We normalize the nu-
merical values so that the minimum and maximum values
become 0 and 1, respectively. With sport experience, for
example, we define ‘yes’ as 1, ‘somewhat’ as 0.5, and ‘no’
as 0. We regard the difference between the numerical values
allocated to two nominal values as the difference between
the two nominal values. We compute the attributes for each
piece of nominal information for users A and B.

Computing activity similarity. We extract features from
the source users’ sensor data and employ them to compute
activity similarities between the source users. We extract
features based on existing activity recognition studies. Be-
cause we assume time-series acceleration data, we compute
a feature vector for each sliding time window. We extract
features based on the FFT components of 64 sample time
windows. As features, we use the mean, energy, and dom-
inant frequency, as described below. The mean is the DC
component of the FFT coefficients, and can characterize the
posture of parts of the body. For example, a mean corre-
sponding to a hand posture during tooth brushing may have
particular characteristics. The energy feature is calculated
by summing the magnitudes of the squared discrete FFT
components. Note that the DC component of the FFT co-
efficients is excluded from this summation. The energy can
be used to distinguish low intensity activities such as stand-

ing from high intensity activities such as walking [17, 1].
The dominant frequency is the frequency that has the largest
FFT component, and it allows us to distinguish between
repetitive motions with similar energy values [8]. We con-
struct a feature vector concatenating the above features ex-
tracted from all the body-worn accelerometers. When each
user wears four three-axis accelerometers, we can construct
a 36-dimension feature vector (3 × 3 × 4 = 36).

We compute the similarities between source users’ ac-
tivities simply by using a Gaussian mixture model (GMM).
Assume that we wish to compute activity similarity between
the ‘walk’ activities of source users A and B. We regard user
A as a base user and user B as an object user, and compute
the similarity between the object user’s ‘walk’ activity sen-
sor data and the base user’s ‘walk’ activity model. We first
model the ‘walk’ activity of user A with the GMM by using
feature vectors extracted from her ‘walk’ sensor data. We
employ the EM algorithm to estimate the GMM parameters
[2]. There are 32 mixtures in our implementation. Then,
we compute the GMM likelihood of each feature vector ex-
tracted from the ‘walk’ sensor data of object user B. We
simply assume that the average likelihood over feature vec-
tors corresponds to the similarity between the ‘walk’ activ-
ity of base user A and that of object user B. When we regard
user B as a base user and user A as an object user, we can
also compute the similarity between the ‘walk’ activity of
base user B and that of object user A. We apply the proce-
dure to all combinations of two source users and all activity
classes.

Learning relationship between activity similarities and
attributes of PC information. As described above, we can
compute a pair of attributes and the activity similarity for
two users according to an activity class. We prepare pairs
for every combination of two source users and employ them
to learn a user similarity model of the activity class by us-
ing the sequential minimal optimization (SMO) algorithm
for regression [13] implemented in the Weka [18] toolkit.
We generate the model for each activity class. If we have
PC information about two users, we can use the model to
estimate activity similarity for the two users.

3.3. Activity modeling

We generate a model for recognizing an activity class of
a target user.

Finding similar source users. For each activity class, we
estimate the activity similarity between the target user and
each source user by using a user similarity model of the
activity class. That is, we compute attributes for estimat-
ing activity similarity from PC information about the target
and each source user, and then estimate the similarity of the
activity class. After that, we generate a ranking of source



users by their estimated similarities.

Learning activity. By using labeled data of the activity
class from the top n similar source users, we generate an
activity model of the target user. We investigate an appro-
priate n value in the evaluation section. We learn an activity
class with a left-to-right HMM (implemented in [15]) where
its values of observed variables correspond to extracted fea-
ture vectors, and we represent its output distributions by
using Gaussian mixture densities. See section 3.2 for a de-
scription of feature vector extraction. We employ the Baum-
Welch algorithm [11] to estimate the HMM parameters. We
call an activity model generated from similar source users’
labeled data an initial activity model. We learn an activity
model for each activity class that we want to recognize. In
our implementation, we use six states HMMs with 64 Gaus-
sians.

3.4. Activity recognition

We recognize the unlabeled test data from a target user
by using her activity models. That is, we extract a feature
vector from the test data at each time slice (see section 3.2.)
and then classify the feature vector into the corresponding
activity class. Here, we adapt her initial activity models to
the target user by using the test data. We then recognize
the test data by using the adapted models. Here, we em-
ploy MLLR adaptation to compute a linear transformation
of the mean parameters of Gaussian mixtures in the HMMs.
That is, we shift the output distributions of the initial activ-
ity models (HMMs) by using the test data so that each state
in the HMMs is more likely to generate test data. A new
estimation of the adapted mean µ̂ is given by

µ̂ = Aµ + b

= Wξ,

where µ is the initial mean, A is a k × k transformation
matrix, where k is the number of dimensions of the feature
vector, b is a bias vector, W is a k× (k +1) transformation
matrix that is decomposed into W = [b A], and ξ is the
extended mean vector ξ = [1 µ1 µ2 · · ·µk]T . Therefore,
we estimate the W that reduces the mismatch between the
initial models and the test data by using the EM technique.

Here, we can adapt the initial models more exactly by
transforming Gaussians for each HMM or each group of
Gaussians. This is because the Gaussian distributions of ac-
tivity classes are considered to be different for each user.
Since the test data of the target user are unlabeled, we first
recognize the test data with the initial models and then adapt
the models according to the recognition results to achieve a
more exact adaptation. After the initial recognition proce-
dure, we can determine which feature vector is assigned to
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Figure 3. Example binary regression tree.

an output of which HMM state in an initial model. There-
fore, for each HMM state in an initial model, we can es-
timate transformations of Gaussians in a state that reduces
the mismatches between the Gaussian distribution and the
distribution of its corresponding feature vectors. However,
the initial recognition results of the test data may include
several errors. In addition, when we have insufficient test
data for an HMM state, we overestimate the transformations
of the Gaussians in the activity model, which degrades the
recognition accuracy.

To achieve more flexible adaptation, we use a regression
tree technique [7] developed in relation to speech recogni-
tion, which changes the number of transformation matrices
according to the amount of test data automatically. A binary
regression class tree is created to cluster Gaussians into two
groups in each internal node. The leaf nodes of the tree
specify the final groups of the Gaussians. Fig. 3 shows an
example of a binary regression tree. The root node G1 cor-
responds to all the Gaussians in the initial activity models
and the node splits the Gaussians into two groups; G2 and
G3 by using a centroid splitting algorithm with a Euclidean
distance measurement. We iterate the splitting until the re-
quested number of leaf nodes are created. That is, similar
Gaussians are grouped together hierarchically in the tree. In
the example in Fig. 3, each leaf node is dominated by Gaus-
sians in an initial activity model(s) of an activity class(es)
that is specified below the node. For instance, G10 has
many Gaussians in the ‘walk’ activity model. That is, G10

is a group of Gaussians consisting of many Gaussians in the
‘walk’ HMM. Also, Gaussians of similar activity classes
are involved in the same node. For instance, G3 has Gaus-
sians of the ‘walk,’ ‘run,’ and ‘football’ activity classes. As
above, by tying together similar Gaussians that belong to
different HMM states, we can robustly estimate a transfor-
mation of the Gaussians even if there are recognition errors
since the tying class is insensitive to the recognized HMM
states. For example, even if the initial models mistakenly
recognize several feature vectors of a ‘walk’ activity as a
‘run’ activity, we can mitigate the effect of the error when
we focus on an ancestor node, e.g., G6, and transform the
node that ties the Gaussians in G10 and G11 together.

By using the regression class tree, we can also achieve a
flexible transformation according to the amount of test data.



Table 1. Activities performed in our experi-
ment and their average duration (minutes).

A stand F descend stairs K draw on whiteboard
0.19 0.09 0.84

B walk G bicycle L write in notebook
0.44 1.04 0.58

C run H brush teeth M play pingpong
0.41 1.18 1.00

D sit I wash dishes N vacuum
0.65 1.66 0.83

E ascend stairs J use PC
0.10 0.55

When we have very few test data, we apply only a global
transformation to Gaussians in the root node. Otherwise,
we can apply more specific transformations to deeper nodes.
That is, we can change the nodes to which a transformation
is applied according to the amount of test data. Assume that
G4 involves similar Gaussians commonly found in ‘write’
and ‘draw’ activities such as those corresponding to ‘erase
lines and characters,’ i.e., G8 and G9 involve Gaussians cor-
responding to ‘erase lines’ in a ‘draw’ activity and ‘erase
characters’ in a ‘write’ activity, respectively. Also, assume
that we have insufficient ‘erase characters’ test data. In this
case, we focus on G4 and transform the Gaussians in G8

and G9 together. This transformation permits us to adapt
Gaussians corresponding to ‘erase characters’ to the target
user with few ‘erase characters’ test data. As above, be-
cause several activity models have similar Gaussians, we
consider that incorporating regression class trees for activ-
ity recognition may work well. To our knowledge, no work
has reported incorporating regression class trees for activity
recognition. For more details on the regression tree, see [7].

4. Evaluation

We evaluate our method with 100 hours of sensor data
obtained from 40 paid experimental participants.

4.1. Data set

We collected sensor data with our developed wireless
sensor nodes equipped with three-axis acceleration sensors
and sampling rates of 30Hz. Each participant wore the sen-
sor nodes on the wrists of both hands, waist, and right thigh.
Here, the most natural data would be acquired from the nor-
mal daily lives of the participants. However, obtaining suffi-
cient samples of such data from large numbers participants
is very costly. Therefore, we collected sensor data by us-
ing a semi-naturalistic collection protocol [1] that permits
greater variability in participant behavior than laboratory
data. In the protocol, the participants perform a random se-
quence of activities following instructions on a worksheet.
The participants are relatively free as regards how they per-

Table 2. Physical characteristics information
used in our experiment.

name value name value

gender {male, female} age numerical
height numerical weight numerical
dominant hand {right, left} dominant hand {right, left}(writing) (pingpong)
dominant hand {right, both, left} dominant hand {right, both, left}(brushing) (vacuuming)
pingpong {yes, somewhat, no} calligraphy {yes, no}experience experience
touch typing {yes, somewhat, no} frequency of {usually, sometimes,
capability dish washing rarely, never}
frequency of {usually, sometimes, vacuum {canister, hand-held}bicycling rarely} cleaner type
bicycle type {upright, folding}

form each activity because the instructions on the worksheet
are not very strict, e.g., “brush your teeth at the sink” and
“vacuum the room with a hand-held vacuum cleaner.” Dur-
ing the experimental period, the participants completed data
collection sessions that included the random sequence of
activities listed in Table 1. These activities were basically
selected from those reported in acceleration-based activity
recognition studies. Each participant completed ten ses-
sions in total in our experimental environment. To annotate
the collected data, a companion recorded the participants
with a web camera during the experiment. The web camera
was connected to a mobile computer carried by the compan-
ion. The sensor data from the four sensor nodes attached to
the participant were also sent to the mobile computer. We
describe how several of the activities in Table 1 were per-
formed in detail. In activity J, we instructed the participants
to enter several sentences on the computer keyboard. In
activities K and L, we instructed the participants to write
some sentences in a notebook and on a whiteboard, respec-
tively. In activity M, each participant played pingpong with
a worker in our laboratory. We collected a total of 9871
labeled activities from the 40 participants.

Each participant also filled out a questionnaire that asked
for the PC information listed in Table 2. We selected var-
ious kinds of PC information about the participants rang-
ing from basic physical characteristics information such as
weight and gender to information related to the activities
listed in Table 1. The activity-related information includes
the dominant hand used in several activities, and the fre-
quencies of several activities in their daily lives. The PC
information also includes the types of objects used in the ex-
periment, i.e., types of bicycle and types of vacuum cleaner.
That is, we specified which type of object each participant
should use in the experiment. As regards bicycles, each par-
ticipant used a specified type of bicycle (upright or folding
bicycle) in all ten of her sessions. This simulated a situation
where a participant might use her own bicycle at anytime
during her daily life. Fig. 4 shows the distribution of the PC



Figure 4. Distribution of selected physical characteristics of our participants.

information about our paid subjects.

4.2. Evaluation methodology

We evaluated our recognition method with ‘leave-one-
participant-out’ cross validation. That is, we regarded one
participant as a target user and remaining participants as
source users, and we computed the activity recognition per-
formance of the target user’s sensor data (test data). We
iterated the procedure so that each participant became a tar-
get user once. We evaluated the recognition (classification)
performance of our method by using its error rate. The er-
ror rate is described as error rate = 1.0 − F -measure =
1.0 − 2·precision·recall

precision+recall . Precision and recall were calcu-
lated based on the results for the estimated class at each
time slice. The smaller error rate gave a better classification
performance. To validate the effectiveness of our proposed
method, we tested the following seven methods.
- User-dependent modeling (DPN): We model a target
user’s activities with her labeled data. This method requires
labeling work by the target user.
- Random selection (RND): We model a target user’s
activities with randomly selected source users’ labeled
data. When n is 39, we use labeled data of all the source
users because the number of the participants is 40. When
we select a large n, we can incorporate various activity
patterns into the target user’s activity models and we can
train the models with sufficient amounts of data. This
method is a naive method.
- Random selection and MLLR adaptation
(RND+MLLR): After modeling a target user’s activi-
ties with randomly selected source users’ labeled data, we
adapt the models using a simple MLLR adaptation that
performs a global transformation of Gaussians.
- Random selection and MLLR adaptation with regres-
sion tree (RND+Tree): After modeling a target user’s
activities with randomly selected source users’ labeled
data, we adapt the models using the regression tree.
- PC information-based selection (PC): This method
models a target user’s activities with source users’ labeled
data selected by using the user similarity models described
in section 3.2. Note that this method does not perform any

adaptation.
- PC information-based selection and MLLR adaptation
(PC+MLLR): After modeling a target user’s activities
with source users’ labeled data selected by using the user
similarity models, we adapt the models using a simple
MLLR adaptation that performs a global transformation of
Gaussians.
- PC information-based selection and MLLR adaptation
with regression tree (PC+Tree): This is our proposed
method.

4.3. Performance when estimating similar
source users

Before examining the activity recognition performance,
we briefly evaluate the estimation of similar source users.
Our method can estimate activity similarity between each
source user and a target user by using their PC information,
and then provide a ranking of source users in terms of their
similarities for each activity class. We compare the esti-
mated ranking with a correct answer (correct ranking) that
is created by actually computing the activity similarity be-
tween the target user and each source user by using their
labeled sensor data. We evaluated the accuracy of the esti-
mated ranking by using the accuracy rate of the estimated
top-n similar source users. The accuracy rate is the ratio
of the number of source users correctly estimated as top
n similar users to n. Fig. 5 shows the transitions of the
average accuracy rate and a random guess ratio when we
change n. When n is 2, for example, the random guess
ratio is 2/39 = 0.0513. For any n, our method outper-
formed the random guess method. For example, when we
want to obtain the top-10 similar source users, i.e., n is 10,
our method can find similar users with an average accuracy
of about 50%. The advantage of our method is that it does
not require any sensor data from the target user but only PC
information about the target user.

4.4. Performance for activity recognition

We first show the performance of the DPN method that
generates user dependent models with labeled data from a
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target user. Fig. 6 shows the transition of its error rates (per-
centages) when we change the number of training sessions.
When there are two training sessions, for example, the DPN
method learns the activity models of the target user by using
the first two of her total of ten sessions and tests the models
with the remaining eight sessions. The lowest error rate was
4.79% when the number of training sessions was four. We
aim to achieve this error rate without a target user’s labeled
data.

Fig. 7 shows the error rate transitions of the remaining
six methods when we change n. Note that n corresponds to
the number of selected source users. We first focus on RND
and PC methods that do not use any adaptation technique.
Basically, their error rates decreased as n increased. This is
because, when we have sufficient amounts of training data,
they permit us to capture varieties of activities. When n
was 39, the RND and PC error rates were identical because
these methods employed training data from all source users.
The RND and PC error rates when n was 39 were 6.85%,
and this was the lowest error rate for RND. With the PC
method, we want to better this 6.85% error rate. However,
the lowest error rate of PC when n was smaller than 39 was
6.84%, namely it was almost identical to 6.85%. Note that
PC method achieves a good error rate even when PC method
does not use training data from all source users.

Then, we focus on RND+MLLR and PC+MLLR. For
most n values, PC+MLLR outperformed RND+MLLR.
The lowest error rate with RND+MLLR was 5.52% when
the method used training data from all source users, i.e.,
n was 39. On the other hand, the lowest error rate with
PC+MLLR was 5.06% when n was 34, which was superior
to that of RND+MLLR by 0.46%. Even though the low-
est error rate of PC method was almost identical to that of
RND, the lowest error rate of PC+MLLR was smaller than
that of RND+MLLR. In addition, the MLLR adaptation re-
duced the error rates of the random and PC information-
based methods by an average of 1.54% and 2.35%, respec-
tively. That is, the MLLR adaptation effectively reduced the

error rates when we selected training data from the source
users using the user similarity models. This may be because
the Gaussians constructed by the random methods consist
of feature vectors that are very different from those of the
target user, and then they had harmful effects on the estima-
tion of the Gaussian transformations. On the other hand, the
Gaussians constructed by the PC information-based meth-
ods included small amounts of ‘harmful’ feature vectors.
That is, we consider the appropriate selection of training
data can boost the effects of the adaptation techniques.

Finally, we focus on RND+Tree and PC+Tree. The low-
est error rate of RND+Tree was 5.32% when the method
used training data from all source users, i.e., n was 39. On
the other hand, PC+Tree achieved a 4.91% error rate when
n was 34, which was the lowest error rate of all six methods
and was 0.41% better than that of RND+Tree. That is, by
using PC information, the error rate decreased by 0.41%.
Also, the lowest error rate of PC+Tree was better than that
of PC+MLLR by 0.15%. While we could not outperform
the error rate of the DPN method (4.79%), the lowest error
rate of PC+Tree was almost identical to that of the DPN
method. Also, we could reduce the error rate by 1.94%
compared with the lowest error rate obtained with the naive
method (RND) whose lowest error rate was 6.85%. That
is, we achieved a 28.3% error reduction rate compared with
the naive method (1.94/6.85 = 0.283).

As shown in Fig. 7, the transitions of the error rates were
not very stable. In particular, the transitions of the random
methods were not stable. That is, the error rates are greatly
affected by the way the source users are selected. However,
the lowest error rates of any random methods when n was
smaller than 39 were poorer than the error rates when n
was 39. On the other hand, the lowest error rates of the
PC information-based methods when n was smaller than 39
were better than those when n was 39. We consider that this
was achieved by appropriately selecting training data with
the user similarity models when we learned the target users’
activities.



Here we discuss how to find a good n value in an actual
activity recognition system. The technique is very simple,
namely, we find a good n by using labeled sensor data of
source users prepared in advance with a cross validation.

4.5. Effect of physical characteristics

When we have insufficient source users’ sensor data that
are similar to those of a target user, the activity recogni-
tion performance for the target user is poor. For example,
only eight participants had a dominant left hand in ping-
pong, and their error rate with RND+Tree was 6.78% when
n was 39, which was poorer than that for right-handed target
users (4.98%). Also, only five participants used a hand-held
cleaner, and their error rate of RND+Tree was 7.31% when
n was 39, which was much poorer than that for target users
who used an upright cleaner (5.06%). As mentioned above,
by using the user similarity models, we can reduce the error
rates. Here we found that the effects of the user similar-
ity models differed according to the target users’ physical
characteristics. When we employed PC+Tree, the error rate
for target users who used a hand-held cleaner decreased by
1.60% when n was 25. On the other hand, the error rate
for target users who used an upright cleaner decreased by
only 0.45% when n was 34. In addition, when we em-
ployed PC+Tree, the error rate for left-handed target users
decreased by 1.51% when n was 37. However, the error
rate for right-handed target users decreased by only 0.34%
when n was 34. That is, even if a target user is a minority
user, e.g., she is left-handed, our method can recognize her
activities with relatively good accuracy.

5. Conclusion

This paper proposed a new activity recognition method
that models the activities of an end user simply by employ-
ing information about the physical characteristics of the end
user. Our method does not require the end user to collect
and label her sensor data. Furthermore, our method can
improve recognition performance without any effort by the
end user because the method adapts the activity models to
the end user by using her test data. In the evaluation, we
confirmed that our training data selection method and adap-
tation method effectively improved the recognition perfor-
mance. Moreover, we found that our training data selection
method boosted the effects of the adaptation techniques.
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