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Overview

e Qur two systems:
— NCQAW-1 and NCQAW-2
(NTT CS Labs’ QA System for ‘Why’ Questions)
 Features
— Focus on ‘why’ questions

— Machine learning approach for ‘why’ and ‘how’
guestions

— Pattern-based approach for ‘definition’ questions

e Achieve good performance on ‘why’ and
‘definition’ questions
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Systems

« NCQAW-1
— ML-based approach for ‘why’ and ‘how’
— Pattern-based approach for ‘definition’

— Uses SAIQA-QAC2 (our factoid QA system)
for other question types

— Question type analysis is based on rules

« NCQAW-2

— Same as NCQAW-1 except that ‘why’ and
‘how’ questions are handled by rules



@ NTT NTCIR-6 2007/05/16
ResultsS  improvement by

N CQ AW-1 ML-based approach
question type all no output
definition 24 4
other 12 9
why 3811 6 0 P18 3
how 26| 1 1 1| 7 <16
total 10022 7 1 /35/' 32

Could not answer many ‘how’ questions
'NCQAW-2 because of question analysis failures

why 381 5 3 1]25 4
how 26| 1 0 1| 8 16
total 100 | 16 3 2| 46 33
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'‘Why’ gquestions

 There are few systems for answering
open-domain ‘why’ questions

e Previous approach (sentences having causal expressions)

— Extract causal sentences by hand-crafted rules as
answer candidates

(e.g., using cue words such as ‘tame’, ‘node’ etc.)
— Rank the candidates by their similarity to the question

o Systems based on the approach

— System by Morooka and Fukumoto (2006)
— NCQAW-2
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Problem

e Hand-crafted rules are costly to make

— Cue words are not always reliable

* Only 6-7 % of words before ‘de (by)’ are causes
(Abekawa and Okumura, 2004)

— Difficult to cover all causal expressions by hand

 Difficult to express degree of causality

— Some expressions are more strongly expressing
causality than others

— ‘no riyuude (by reason of)’
vs. ‘kara (from)’, ‘tame (for)’, ‘de (by)’, etc.
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Approach

o Adopt a machine learning approach to learn a
causal sentence classifier

Document Retrieval [*—— Question

Top-N documents

A\ 4

Answer Candidate Extraction

v

All sentences as answer candidates

\ 4

Causal Sentence Classifier Similarity score
between the

Outbuts a causalit | Causality score of | question
P : y Answer N\ the candidate and the candidate
score encoding how z <

: . Evaluation
likely a cause is

expressed within a
sentence

Top-N answer candidates
(NB. This is a sentence extraction task.)
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Formulation

(1) causalyp (C) <i Causality score output by the
Y causal sentence classifier

(2) simyuy(S) = ) idf(w) ¢ Similarity score

wEQ(S) (Sum of IDF of query terms
within the candidate)

sim’ ;. (C) = 1/(1 + exp(—siMyny (C))

why

N.B., Similarity score is normalized by the sigmoid function

Final score of an answer candidate:

candscoreyny (C) = causalyny (C) + simy,,, (C)



@ NTT NTCIR-6 2007/05/16
Causal Sentence Classifier

e Use EDR Japanese corpus for training
— Has annotation of ‘cause’ relation
— 8,064 sentences with ‘cause’ out of 0.2M total sents.

— Sentences with ‘cause’ — positive examples
without ‘cause’ — negative examples

e Train a classifier by BACT

— In sentence classification tasks,
lexical, syntactic, and semantic features are useful

— Adopt tree feature representation of a sentence

— BACT: a boosting algorithm for classifying trees
(uses existence of sub-trees as weak learners)
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Tree feature representation of a sentence

Sentence:
?ﬁli?ﬁ,ﬁkf‘ﬁﬁéhf: Word Node
Kare wa sagi de taiho sa re ta.

(He was arrested for fraud.)

7 pos) [Pos

Named-entity

: FuncwW FuncwW
Node Dependency de Taiho

relation

l POS l
Funcw
POS N-1787] |[N-2050
Verb
POS] [N-1868] [N-204O
Noun

acquisition Fraud :
POS |N_1787|<_ Semantic category

Arrest Execution

S-noun Node
Arrest

POS tag Node 10
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Evaluation of the classifier

rule-based | BACT

Accuracy 92.1% ’/96.%
Precision 11.0% ( w
Recall 14.7% 4.2%

F-measure 12.6% 7.6%

(Rule-based: our implementation of Morooka and Fukumoto’s
causal sentence extraction rules)

eHigher precision achieved by BACT
*Precision may be important from NCQAW-1'results
F can be raised to ca. 25% by feature engineering -
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Acquired Salient Patterns

rank | String-encoded subtree Q oAcqun’ed 178 patterns
1| EOS, M 0.032
2 | T %&V (by suspicion of) 0.022 )
3 [ 1ckoC (by) oo0s | *Cover most of expressions
4| BOS, 2% s st 0007 | easily conceivable by humans
5| 729 (for) 0.007 -
6 | (ZX 2D (because of) 0.006 .PIUS’ InCIUde many Other
7 | 12X Y (because of) 0.006 Complex expreSSIOnS
8 | DT (because of) 0.006
0 om b ) [0002] oz ytomatically disambiguating
11 | Bha-A 7 (verb) 0004 | cue words e.qg., ‘de’ (see below)
12 | 2419 [types of illness] 0.004
13 . O (of) 0.003 T H 2639 [intermediate/middle] -0.001
14 | . T B#hE (by) 0.003 . T BUE-BhE-—% ) @ BhFEA-ER(L | -0.001
15 | 7»b Z & (from the fact that ...) | 0.003 D T BhyE-AE B — -0.002
o : Weights given to each pattern (% T BhRE-AE B — X -0.004
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Examples of Answers

« NCQAW-2 extracts sentences with a strong cue

— QAC4-00030: What is the purpose of the green power
marketing?

— A SIS [ RFNPEBRADKREEZDLTETIT D120,
ERDESHREZHLDIIEFRDTENIZAD,

TnITI

e NCQAW-1 can find answers without such cues

— QAC4-00026: Why is the movable weir needed in the
Yoshino river?

— A: AIENEILETE X, ETHIEDZMHIENEA THEKED
EE(2Y. i%héf‘ﬂi%ﬁ)é~ HEELTHES LA -1,
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‘How’ questions

e Same process as ‘why’ questions

e ‘condition’ relation 1s used instead of
‘cause’ to train a sentence classifier

— sentences having ‘condition’ may have
answers within the sentence
¢ Q: EEXMWNHEAT=LESLFITMN?

(How do we cope when the Olympic flame burns out?)

o At BRAVEA-OBERKLET.

(If the Olympic flame burns out, it is reignited.)

Due to question type analysis failures,
most of ‘how’ questions were not answered at all
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‘Definition’ questions

e There are many systems for answering
‘definition’ questions (e.g., in TREC)

« Common approach

— Extract descriptive sentences/nuggets as answer
candidates using patterns or ML

— Rank the candidates using importance of keywords
within the candidate
(.e., the more keywords, the better)

 We adopt a similar approach

15
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Answer candidate extraction

o Use patterns to find descriptive phrases

 Perform dependency tree matching to obtain phrases with
all their modifiers

~_ tree matching Daisuke Matsuzaka Generated patterns
Mainichi |« e.g., ME K *fmfi .
. X (IR
news articles Tgrepz Pattern Generation ‘ PR (X)
— FASERHE &1 5 X
Matched phrases Convert patterns AR Kl & o 77 X
R R into dependency | “HAHEAAOX
- [BBAE] B70FFEEEZAY BTRE © trees IR K72 & D X
PN Er s A 4 R IROKHR S D X
- PLERE (KR - fHFEET, Mk (S AR Kl DR 72 X
1) - IR T l BRI & 0 & X
15 0FmHEEKIZT e L EH T 51 All matched phraseS as AR K & Wz IEX
e (R OT—R « PRRKEE ) AR K & 5 213X
<:: answer candidates
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Answer Evaluation

e Answer candidates are ranked based on
Importance of words within the candidates

* Importance of words:

wordscoreges(w) = log(tf(w; {C;}))

(Term frequency within all answer candidates)

e Score of an answer candidate:

candscoreges(C') = E wordscoreqes (W)
wECW (C)

(Sum of wordscores within the answer candidate)
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Examples of answers

e QAC4-00018: R JLE ElFE D KSHFFER T HY,
(What is Skelton, the competitive sport?)

— ABAFRYIZZZFHmDEXEB ELTERFIT 5.
ZYBRBRDR 7 ILE

— ADDAETYYIZEHSDTHRIRAL—Pa—TatRL
O—REB/ETHKLERE TR 7 ILE ]
* QAC4-00034: TARYMEZ |EFEIN2T=LDTT M,
(What is the spot wiretapping?)
— A BEEABENIERLEARHEINBHELIEET S AR YMERZ]
- A REOBTEIIE) EREBRMICER T A AR YMERZ]

Adnominal/adverbial phrases by including modifiers
*Achieving good performance (9 A-rated answers/24)
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ResultsS  improvement by
‘NCQAW-1 ML-based approach
question type all no output
definition 4
other (¢
why 38411 6 0 V18 3
ho 26 1 1 1| 7 16
Good performance 100 | 22 7 1

by finding adnominal/
adverbial phrases
by dep. tree matching

Could not answer many ‘how’ questions
because of question analysis failures

why 381 5 3 1]25 4
how 26| 1 0 1| 8 16
total 100 | 16 3 2| 46 33
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Conclusion

e Our two systems:
— NCQAW-1 and NCQAW-2
e Features

— Focus on ‘why’ questions

— Machine learning approach for ‘why’ and
‘how’ questions

— Pattern-based approach for ‘definition’
guestions
* Achieved good performance on ‘why’ and
‘definition’ questions
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