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Rich Linguistic Resources

Sanae Fujita (Kawai)

Abstract

Linguistic resources, such as corpora, thesauruses, aach{ne readable) dic-
tionaries, are important as training data and knowledgecssun Natural Language
Processing (NLP). These resources can take various foronex@mple, corpora can
be annotated with a variety of information; part-of-spetds, syntax trees, and word
sense information; to name a few, or none at all in the casavotorpora.

Recently, the target of natural language processing besaeeper and deeper,
shifting from surface to sense, from morphological analysisyntactic analysis, then
to semantic analysis. Therefore, importance of linguigsources with rich syntactic
and semantic information increases.

There are several methods to construct resources, for é&ahgmd-construction,
automatic-construction, and semi-automatic-constactith the increasing the amo-
unt of machine-readable data, automatically-construetedurces have become more
popular. Generally, automatically-constructed rescaiare easy to expand and have
high topicality, but unfortunately, they are relativelyalbwly analyzed and include
errors. Moreover, the richer resources we try to constthetmore difficult automatic-
construction becomes. On the other hand, hand-construistiooth time consuming
and costly, but can provide much richer resources.

In this thesis, we focus on such rich resources, and desttréomethods of con-
structing, refining and exploiting them. First, we desctibe background of our re-
search, and the thesis outline in Chapter 1. Then, in Ch&ptee introduce the re-
sources related with our research; the Japanese OntGlaghaikei, bilingual valency

*Doctor’s Thesis, Department of Information Processin@dbate School of Information Science,
Nara Institute of Science and Technology, NAIST-IS-DTO3®3, March 24, 2009.



(pattern) dictionary, thélinoki Corpus, and théexeed Dictionary. These resources
are related to each other, and have been constructed by hEmeh, we propose
some methods to extend them effectively (Chapter 3 and 4) paove their useful-
ness through several task-based evaluations (Chapter 6)afkdnally, in Chapter 7,
we reconfirm the importance of studies on constructing, irggiand exploiting rich
linguistic resources.

Keywords:

natural language processing, valency dictionary, ontglttggsaurus, treebank, sense-
bank, alternation, parse ranking, word sense disambiualapanese, English, HPSG
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Chapter 1

Introduction

1.1 The Importance of Linguistic Resources

Linguistic resources, such as corpora, thesauruses, ach{ne readable) dictionar-
ies, are important as training data and knowledge sourdéatural Language Process-
ing (NLP). Almost all NLP tools and applications use at leas¢ or more resources.
For example, morphological analyzers (part-of-speecdes) typically use lexicons
and have been improved using tagged corpora as trainingeahddta.

Such linguistic resources are important and indispensabdeery field of NLP.
Figure 1.1 shows a simplified illustration of the roles ofgluistic resources in NLP.
Linguistic resources are the foundation, and all tools gpdieations (such as informa-
tion retrieval, machine translation, and question ansvg@epend on these resources.
Therefore, linguistic resources serve as an importanigbait NLP tools and applica-
tions. For this reason, it is important to efficiently andwedely construct, refine and
exploit linguistic resources.

1.2 Aims of This Thesis

The ultimate aim of our research is to make machines capéblederstanding natural
language (or make it behave as if it understood).

Most recent research is based on statistical models an@cohime learning meth-
ods. Generally, statistical methods are stronger for ima&a data, especially for fre-
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Applications Text mining, Information Retrieval, Machine Translation, QA, ...

Parsers Marphological Analyzer, Syntactic Parser, Dependency Parser,

(Tools) Semantic Analyzer, NE Tagger, Word Sense Tagger, ...
Linguistic Dictionary Ontology/ Corpus
Resources Thesaurus

Figure 1.1: Roles of Linguistic Resources in Natural LarggBrocessing

quent sentences, words, word senses, and so on. But theglatieely weak for
out-of-domain-data, especially for infrequent senteneesds or word senses. Be-
cause language is infinitely creative and variable, werstidld to handle semantics for
infrequent data.

The rich resources needed to handle semantics are hardstrwein So the aims
of this thesis are to construct and provide such rich regsto prepare a framework
for facilitating the construction of further rich resouscd-urthermore, we also aim to
show the effectivity of semantics in some NLP tasks.

1.3 Methods of Constructing Linguistic Resources

As described above, Linguistic resources, such as corgf@sauruses, and (machine
readable) dictionaries, can take various forms. For exangolrpora can be annotated
with a variety of information; part-of-speech tags, synt@es, and word sense infor-
mation; to name a few, or none at all in the case of raw corpbfachine readable

2



dictionaries can encode many kinds of information abouke# entry; monolingual
definitions, foreign language translations, syntactiegaties, case frame information,
or word sense information to name a few. Then, there are aabesauruses (ontolo-
gies) constructed from several different points of view.

We also classify these resources based on methods for gotstr. that is, hand-
constructed resources, automatically-constructed resspand semi-automatically
constructed resources.

Recently, with the increasing amount of digital data, awtoally-constructed re-
sources have become more prevalent. For example, Japagesmmata (Kudo and
Kazawa, 2007) and Case Frames (Kawahara and Kurohashi) 2®éutomatically
constructed from an enormous amount of automatically cte web data. Gener-
ally, automatically-constructed resources are easy tamkand have high topicality,
but unfortunately, they are relatively shallowly analyzed! tend to be noisy (they in-
clude errors). Moreover, the richer the resources we trptsttuct, the more difficult
automatic-construction becomes.

On the other hand, while methods of hand-construction atle time consuming
and costly, they can provide more complex and reliable nressu Especially, to treat
meaning, we still need to construct rich resources suchrasedagged corpora, the-
sauruses, either by hand or semi-automatically.

Semi-automatic methods combine the advantages of hargtraotion and auto-
matic-construction. That is, for example, we can extendues efficiently us-
ing hand-constructed rich resources to bootstrap the psoc®r, we can manually
correct errors in resources which were constructed autoatigtat first. Generally,
semi-automatic methods can provide more complex and felrasources than fully-
automatic methods at lower cost and in less time than handtagction.

In this thesis, we show how to initially construct rich resms by hand, then ex-
pand them semi-automatically.

1.4 Contributions

In this thesis, we construct valuable and unprecedentedesources. Our aim is for
these resources to help make a breakthrough in NLP possible.
The resources we have constructed are already in use iusdasks. For example,

3



dictionary Lexeed and corpusHinoki are used to evaluate several methods of word
sense disambiguation; in specific, Lesk based method (Balelval., 2008), a method
using both syntactic and semantic features (Tanaka etQfl7)2and a method using
superordinate semantic classes (See Chapter 6).eéXeeddictionary also provides a
basis for constructing verb dictionaries based on Lexiaalgeptual Structure (LCS)
by Takeuchi (2004).

We also construct thiginoki treebank based on successful methods from the DELPH-
IN Project (Deep Linguistic Processing with HPSGyvhich builds and provides a
shared format, tools and rigid scheme of evaluation for nthifigrent languages (cur-
rently including English, Japanese, French, Norwegiamirggh, and so on). Thus
there are several language resources (treebanks and grafiemaarsing) which have
the same format as thtinoki treebank; therefore thiginoki treebank has high inter-
availability with multiple languages.

In this thesis, although we construct Japanese (and bdirigypanese and English)
resources, the proposed methods are general and not tiey {wagicular language
pair or resources. For example, the method to expand bdingalency patterns (in
Chapter 3) inspired Hong et al. (2004) to use the same metheagand Korean-
Chinese patterns. This shows that our method works forrdiffesystems and for
different language pairs.

Until recently, the effectiveness of semantic informaticas under question. How-
ever, we showed that semantic information (in particulgpesordinate semantic classes)
works well for parse selection. It is especially effect wiiea training data size is rel-
atively small. We thus expect that semantic informationl mihke adaptation to new
domains and language easy. This proposed method also capdreded to other lan-
guages usingVordNet, EuroWordNet, and other similar resources. (See e.g., Agirre
et al. (2008)).

We also propose an easy-to-use method to estimate supetdemantic classes.
We hope that this method will provide a basic tool for estioratof superordinate
semantic classes, and will be used for not only parse seteptit also other NLP tasks
such as Semantic Role Labeling (SRL).

Ihttp://www.delph-in.net/



1.5 Thesis Outline

As described above, we believe that resources with richrmétion are important and
useful even for statistical natural language processirgeréfore, we have been con-
structing various resources, such as an ontology, valgratyefn) dictionary, treebank
and sensebank. In this thesis, first we introduce the feanfrthese resources, then
we investigate the usage and effectiveness of these resourc

In the following chapters, we introduce the resourcesedl&t our research (Chap-
ter 2). Then, we propose some methods to extend them e#gc{@hapter 3, 4), and
prove their usefulness through several task-based ei@isgChapter 5, 6).

In more detail, in Chapter 2, we introduce the resources Vleuse later on; the
Japanese Ontologyoi-Taikei and its bilingual valency (pattern) dictionary, tHaoki
Treebank and Sensebank, andltheeedDictionary. We also compare these resources
with other resources.

In Chapter 3, we present a method of extending the coveratediilingual va-
lency (pattern) dictionary, by assigning valency inforioatand selectional restrictions
to entries in a bilingual dictionary. The method exploitssérg bilingual valency dic-
tionaries and is based on two basic assumptions: words wititas meaning have
similar subcategorization frames and selectional regiris; and words with the same
translations have similar meanings. In this chapter, wéuew@ our methods through
translation based evaluation and hand-evaluation.

In Chapter 4, first, we investigate the alternation feaftre=n we present a method
that uses alternation data to add new entries to an existiimgmal valency dictio-
nary based on the features. We automatically created neamaplentries using the
causative/inchoative alternation data. If the existingden has only one half of the
alternation, then our method constructs the other half efalternation. The created
entries were hand evaluated.

In Chapter 5, we investigate the effectiveness of rich mi@tion by applying it to
parse selection (ranking). In this chapter, we show thadesdémsed semantic features
combined with ontological information are effective forpa selection.

In Chapter 6, to get the sense information automaticallyprepose a method for
word sense disambiguation (WSD) using superordinate sécr@dasses. We separate
this method into two stages. At the first stage, we estimgbersudinate semantic
classes, then at the second stage we estimate word sensgshesresults of the first

5



stage.
Finally, we conclude with a summary and discussion of futuoek in Chapter 7.



Chapter 2
Resources

In this Chapter, we introduce some rich information resesira’hich we are using
or we have built, and then compare these resources with otiseurces. The re-
sources which we introduce are Japanese Ontomifaikei (Section 2.1), Valency
(Semantic Pattern) Dictionary (Section 2.2), JapanesaB8tcDatabaskexeed(Sec-
tion 2.3), and Japanese Treebatikoki (Section 2.4).

We show the overview of our resources in Figure 2.1. As showvthe figure, these
resources are related to each other and we are construeepgparsers based on these
resources.

2.1 Japanese OntologyGoi-Taikei

NTT has developed the Japanese-to-English Machine Titearsl&ystem:ALT-J/E .
For ALT-J/E , several resources have been developed: that is, Japasresats Word
Dictionary, Japanese-to-English Dictionary, Valencyni@atic Pattern) Dictionary,
and Japanese Ontolog@di-Taikei, Ikehara et al. (1997)). In this section, we intro-
duceGoi-Taikei, which is related to the other resources we introduce inaheviing
sections.

According to Gruber (2008), ontologies are typically sfiediin languages that
allow abstraction. To treat the huge variety of languaggesabstraction is important.
Abstraction is effective to alleviate the data sparsenessd@m. In the case &LT-J/E,
to allow abstraction, several information and restricsiame written by using defined
classes in the ontology.
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Figure 2.1: Overview of our Resources and Aims

Goi-Taikei is originally developed for the purpose of Japanese tespaech, but
has been used extensively for Japanese-to-English macamstation. Because it has
very wide coverage, it is applicable to versatile applmasgi and systems. For other
ontologies, see Section 2.1.1.

TheGoi-Taikei Ontology consists of a hierarchy consisting of 2,710 seroat#sses,
defined for over 264,312 nouns, with a maximum depth of 12x{ft@vel O to Level
11). We show the top 4 levels of ti@mi-Taikei Common Noun Ontology in Figure 2.2.
The more specific classes are at deeper levels.

Table 2.1 shows the number of classes at each leveb6Taikei. It shows that
Level 7 gives the largest number of semantic classes.

Because many words have multiple sensesainTaikei’s Word Dictionary, each
word can be linked to up to 5 classes. For example, the woerngshi“beef/cow” is
linked to 2 classes;537:beast) and(843:meat and eggs). The first category has
the higher priority. On average, 1.2 classes are linked ped wVe show some more
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LvliO Lvl 1 Lvl 2

Lvl 3

4:pe
362:
389:
458:
468:
534:
706:
1002
1154
1236

3:agent<ﬁi::::::

388:p1ace<

533:object<<:::::

1001:abstract<<z:
thing

1235:event<<;iii

<

2:concrete

1:noun

2054

2304

1000:abstract

2422 :relation

Figure 2.2: Top four levels (Lvl 0-3) of th@oi-Taikei Common Noun Ontology

2423:
2432:
2443:
2483:
2507
2564 :
2585:
2610:
2670:

rson
organization
facility
region
natural place
animate
inanimate
:mental state
raction
:human
activity
:phenomenon
:natural
phenomenon
existence
system
relationship
property
state

shape

amount
location

time



Table 2.1: Number of Classes at each LevelGoifTaikei

Lvl | No. of | Sample of Semantic Classes
Classeg
0 1| (1:common noun)
1 2 | (2:concrete),(1000:abstract)
2 10| (3:agent),(1001:abstract thing)
3 21| (4:person),(1002:mental thing)
4 106 | (5:human),(1003:intellectual product)
5 256 | (6:grammatical person),(1004:study, department)
6 536 | (7:1st person),(1005:general field of study)
7 828 | (8:1st person single),(1010:commentary)
8 687 | (9:1st person single male),(1011:discussion/dispute)
9 211 | (115:colleague/friend),(1274:regret)
10 40| (116:associate/comrade/pal),(1950:painting)
11 16 | (1960:cultivation)

data abouGoi-Taikei, in Appendix A.

2.1.1 Comparison with Other Resources

There are several thesauruses and ontologies besaidaikei. For English, there is
the most popular ontologyvordNet (Fellbaum, 1998). InWordNet, words (nouns,
verbs, adjectives and adverbs) are grouped into sets ofits@gysynonyms called
synsets, each of which represents a distinct concept. Tiety/are interlinked by
means of the conceptaNordNet is separated by POS. Based WwordNet 1.5, Eu-
rowordNet! which is a multilingual database, is construct&lrowordNet includes
several European languages (Dutch, Italian, Spanish, &egrfarench, Czech and
Estonian, etc.).EuroWordNet and WordNet are linked each other. Construction of
Japanes®/ordNet project is now on going in NiCT (National Institute of Infoation
and Communications Technology) (Bond et al., 2008).

http://www.illc.uva.nl/EuroWordNet/
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For Japanese, besidesi-Taikei, there are famous ontologiesDR (EDR, 1990)
andBunrui-Goihyo (Kokken, 2004). Thé&DR (EDR, 1990) is composed of five types
of dictionaries (Word, Bilingual, Concept, Co-occurrene@d Technical Terminol-
ogy), as well as theDR Corpus. In the case &DR, we can regard the Concept dic-
tionary as an ontology. This ontology allows multiple inkteamce, and is not necessary
in the form of a tree. As witlGoi-Taikei, EDR has Word dictionaries and Japanese-
English Bilingual dictionary.Goi-Taikei is developed for the purpose of Japanese-to-
English machine translation. Therefogpi-Taikei’'s semantic classes are defined by
comparison with English translation. But in contraiDR is a general purpose dictio-
nary not depending on specific application and algorithnher&fore, it's concepts are
distinguished word by word.

Bunrui-Goihyo is a collection of words classified and arranged by their nmggmn
Bunrui-Goihyo is a thesaurus of 5 level tree structure. All of the words #aesified
into classes at the leaves of the tree.

To compare thesauruses/ontologies, we show the size andldsaf them in Ta-
bles 2.2 and 2.3. We used following version for Comparigeoi-Taikei is Common
Noun Ontology, EDR is ver. 1.5. Bunrui-Goihyo is revised and enlarged edition, and
WordNet is ver. 2.0.

As shown in Table 2.2, the number of classes is larger tharothaords, because
the EDR Dictionary has some classes (concepts) which haweras but have defini-
tions.

Comparison based on examples

To see the differences between those ontologies (thesm)rwge show the class(es)
for the word 4 ushi “beef/cow” as an example. IGoi-Taikei, the word#: ushi
“beef/cow” is linked to two classe$537 :beast) and(843:meat and eggs) ((537:
beast) has higher priority). The hierarchic structure (8837 :beast) is as follows:
(637:beast) C (536:animals (organism)) C (535:animal) C (534:animate)

C (533:0bjects) C (2:concrete) C (1:common noun). Therefore,(537:beast)

is at Level 6. We also show the entries @bi-Taikei’'s Japanese-to-English transfer
Dictionary, there are 4 translatiobsill, cow, cattle, oXor 4 ushi In the transfer dic-
tionary, & ushiis only translated as cow#l niku, 2£B] gydnikuand t'— > bifu have

2In Goi-Taikei, there are other thesauruses for verbals and proper nouns.
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Table 2.2: Comparison @oi-Taikei and Other Thesauruses/Ontologies: Size

Resource Depth Classe§ Words| Words/Class

No. No. Max | Ave.
Goi-Taikei 12 2,715| 300,000| 93,141 110.5
Bunrui-Goihyo | 5 895| 96,000, 1,064|112.9
EDR around 10| 410,000/ 194,000| 10,023| 37.1
WordNet - 93,000| 166,000 28 1.8

BecausevordNet is not a tree, we can’t count the depth.

Table 2.3: Comparison dfoi-Taikei and Other Thesauruses/Ontologies: Class and
Target

Resource Top Node(s) Class Target POS
(including largest
No. of words)
Goi-Taikei (1:common noun) (464: juris- noun
({(1:proper noun), diction) (proper noun,
(1:event)) verb,adj,adv)
Bunrui-Goihyo | (nominal), (verbal), | (person) ALL
(aspect), (other)
EDR (concept) (MISC) ALL
WordNet POS (body parts) noun,verb,adj,adv

the translatiorbeef.

In the case oBunrui-Goihyo, there are 2 entries which have different readings:
that is 4 ushi“cow” and 4 gyl “beef”. 4 ushi“cow” is classified agmammals)
((mammals) C (animals) C (natural objects and phenomena) C (nominal)).
andZF gyl “beef” is classified agfish-meat) ((fish-meat) C (food) C (products
and tools) C (mammals of nominal)).

In the case 0EDR, 4 ushi“cow”3 has one concept and the shortest path from

the top node (concept)) is as follows:(cattle) C (mammals) C (vertebrate) C

3in EDR, cattleis used for: ushi
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(animals (one of a species)) C (animals) C (agent) C (concept). There-
fore, 4 ushi“cow” (= (cattle)) is at Level 6 in the shortest path. Note that there is
another concepieef, 2+ gyiniku“beef” (= (beef)).

BecauseEDR allows multiple inheritance, the parents @himals (one of a
species)) are not only(animals) but also(species of animate life), and the
parents ofanimals) are not only(agent) but also(animate life). Note that all the
above concepts excefitattle) play the role of definition only (i.e., it corresponds to
no word).

In the case ofvordNet, cow has 3 senses, but the sense 3 has figurative mean-
ing. The sense 1 ofow is synset(cow, moo-cow), the depth is 17, and it's hier-
archic structure is as follows{cow, moo-cow) C (cattle, cows, kine, oxen,
Bos taurus) C (bovine) C (bovid) C (ruminant) C (even-toed ungulate,
artiodactyl,...) C (ungulate, hoofed mammal) C (placental, placental
mammal, ...)C (mammal, mammalian) C (vertebrate, craniate) C (chordate)

C (animal, animate being,...) C (organism, being) C (living thing, ani-
mate thing) C (object, physical object) C (physical entity) C (entity).
Sense 2 otowis synset(cow), the depth is 10, and it is located immediately below
(placental, placental mammal,...).

From above examples, we can summarize as follows: hyperrgenaédasses like
(animals) and concrete leaf concepts likeow) are common and among different
thesauruses. But they differ from each other in the hiereatipath.Bunrui-Goihyo’s
depth is 5, the classification is the coarsest, besidesithat|udes not only content
words but also function word€DR’s concepts have the finest granularity, and allows
multiple inheritanceWordNet’s hierarchy is the deepest. In the caseod, both bio-
logical and general classification are mixexuhi-Taikei Ontology has some advantages
that it has large coverage, easy-to-use tree structureg &otf related resources.

However, as shown above, because the thesauruses andgeegdiave different
features, they should be used for various roles in diffesgatems. In this thesis, we
use bothBunrui-Goihyo and Goi-Taikei for word sense disambiguation (Chapter 6),
becauseBunrui-Goihyo includes function words.ThenyordNet (and EuroWordNet)
will play an important role in translation and multilinguajstems.
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2.2 ALT-JE’s Valency (Semantic Pattern) Dictionary

Detailed information about verb valency (subcategorgtiand selectional restric-
tions is useful both for monolingual parsing and selectibappropriate translations in
machine translation. In addition to its usage in resolviagspg ambiguities (Ikehara
et al., 1991; Korhonen, 2002), verb valency informationastigularly important for
complicated processing such as detection and referentifidation of zero pronouns
(Nakaiwa and Ikehara, 1995; Yamura-Takei et al., 2002) r8foee, several dictionar-
ies which have valency information have been constructedhis section, we intro-
duce the valency (pattern) dictionary from the Japaned&agish machine translation
systemALT-J/E . For details of other valency dictionaries, see Sectioril2.2

The ALT-J/E 's valency semantic (pattern) dictionary’s basic struetof a clause
comes from the relationship between the main verb and ndtms structure transfer
dictionary provides this basic clause structure.

ALT-J/E provides 13,000 patterns for the valency dictionary an@@iatterns for
the idiomatic structure dictionary. In the valency dictoy there are, on average, 2.3
patterns for each Japanese verb. When we ignore all idioraatl adjectival patterns
there are 5,062 verbs and 11,214 valency patterns (2.2 psliterb).

We show some examples in Figures 2.3 and 2.4, whose headarerthee samet§
49 4 shirei-suru“order”), but the structures are different.

As shown in Figures 2.3 and 2.4, egaéittern consists of source (Japanese) and
target (English) language subcategorization informadioth selectional restrictions on
the source side. Each argument on the Japanese side carfidistsd-word, a case-
role, a list of case-markers and a list of selectional retstms. There is also other
information about aspectual class, verbal semantic ategand so on, which we will
not discuss here, although it is included in the patternsneate. Selectional restric-
tions are given as either nodes in tGei-Taikei thesaurus (2,710 semantic classes;
see Section 2.1) or strings. It takes an expert lexicographaverage of 30 minutes
to create one pattern from scratch.

Because the valency dictionary is a transfer dictionary,atguments associated
with the predicate are linked between the two languages witltes (N1, N2, ...).
Each case-slot has information such as grammatical fumati@ase-marker, case-role
(the index number gives the case-role), semantic restnston the filler and default
order (not all the features are shown in the examples). Mgstaents are NPs or PPs,
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PATTERN-ID (PID)
SEMANTIC CLASS

JAPANESE

ENGLISH

Figure 2.3: Valency (Semantic Pattern) Entry for the vithy 4~ % shirei-suru<

order No.1 (SVOP)

203348

(mental transfer: N1:NOM
N2/810:ACC N3/N5/N8:ACC)

PRED
POS

N1

N2

N3

PRED
POS

N1

N2

N3

44 % shirei-suru

verb

CASE-ROLE
CASE-MARKER
RESTRICTION

CASE-ROLE
CASE-MARKER

Agent

A ga“NoM”
(agents)
Object

%* 0“AcC”

RESTRICTION  (human activities)
CASE-ROLE Patient
CASE-MARKER (2 ni “DAT”
RESTRICTION  (agents)
order

verb

FUNCTION subject

CASE nominativ
FUNCTION direct-objec
CASE accusative
FUNCTION that claus
CASE
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PATTERN-ID (PID)
SEMANTIC CLASS

JAPANESE

ENGLISH

Figure 2.4: Valency (Semantic Pattern) Entry for the vithy 4~ % shirei-suru<

order No.2 (SVPC)

203346

(mental transfer: N1:NOM
N2/810:ACC N3/N5/N8:ACC)

PRED
POS

N1

N3

S10

PRED
POS

N1

N3

S10

¥4 % shirei-suru

verb

CASE-ROLE Agent
CASE-MARKER 7% ga“NoM”
RESTRICTION  (agents)
CASE-ROLE Patient
CASE-MARKER [Z ni “AccC”
RESTRICTION  (agents)
CASE-ROLE Quotation
CASE-MARKER & to“QuoT”
RESTRICTION (%)

order

verb

FUNCTION subject

CASE nominativ
FUNCTION direct-objec
CASE accusative
FUNCTION clause

CASE guotativ
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but it is possible to have a sentential argument, as in Figutewhere it is marked
with S10. The arguments correspond between Japanese ahshiztigus giving the
backbone of the transfer. It is possible for an argument tp @mpear on one side, this
is useful for verbs in one language that incorporate infdimnegiven as an argument
in the other.

We call the combination of case-role and case-markeslibtetype. A verb’s ba-
sic argument type is given by the combination of slot-tygeslows. For example:
N1:agent+gais one slot-typeN2:object-1+0 is another, and their combination is
the basic transitiverame-type: N1:agent+ga, N2:object-1+0.

Because the Japanese slot-type combinations have notrieegedtas fixed case-
frames, there are many minor variations, suchi asga with N3+ni andN1+ga with
N3+ni/e which are treated as different. In most cases, these aretivatea distinc-
tions, and it would be advantageous to merge them, as seggegiNomura and Mu-
raki (1996) and Baldwin et al. (1999). This would serve touws the number of
different frame-types.

2.2.1 Comparison with Other Resources

There are several dictionaries which have valency infolenaéespecially monolingual
dictionaries. For English, there averbNet (Kipper et al., 2006) an8rameNet (John-
son et al., 2002) constructed based on extended verb cldsses, 1993). VerbNet
groups verbs based on their semantic or syntactic featleesh verb class inerbNet

is described by thematic roles (29 roleg:nt, Patient, Location, etc.), selectional
restrictions on the arguments, and frames consisting ohtasiic description and se-
mantic predicates with a temporal function.

For example, in/erbNet, the following roles and restrictions are describeddor
der. Agent[+animate or +organization] V Patienf+animate or +organiza-
tion] Proposition,

Agent[+animate or +organization] V Propositiol+oc_to_inf], and
Agent[+animate or +organization] V Propositiori+that_comp,-tensed_that].
And the members of first type are followingallow, call, need, okay, want, permit,
summonA few hundred of verbs are recordedverbNet.

VerbNet andFrameNetare part of the&SemLink project.SemLink is a project whose
aim is to link together different lexical resources via a aetnappings. Currently,
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through theSemLink project, mapped resources are followingsppBank (Palmer
et al., 2005)VerbNet (Kipper et al., 2006)FrameNet andWordNet (Fellbaum, 1998).

Now, PropBank is a corpus which is annotated with around 4,500 argumeaet rol
labels for around 3,300 verbs. For exampleafer*: [are It] [arcm-DIS alsol
[rel ordered] [ara P&G] [AR@-PRD to produce more studies ...]

(ARG the plants] [re ordered] * by [ar@ by Florida Power]

For Japanes&DR Japanese Co-occurrence Dictionary is a collection of vanbls
related frames, which are extracted from corpus, and théoruof records are 14,000
for 5,000 verbs.

IPAL verb/adjective dictionaries (IPA, 1987, 1994) classifié4 apanese basic
verbs and 136 basic adjectives based on semantic and sgri&atures. Each verb
and adjective has case frame information, example sergeare SO on. ThéPAL
basic verb list has fine information, but does not have enaagyerage of valency
patterns.

Both EDR andIPAL are hand-made dictionaries. There are some automatically
created frame dictionaries. For Japanese, Haruno and ¥&m@®996); Utsuro et al.
(1997) extracted case frame information from syntactycatinotated corpora. Kawa-
hara and Kurohashi (2005) constructed a very large casesfdiationary from raw
corpus. They parsed the raw corpus automatically, thentiwarted the dictionary us-
ing a highly reliable part of the parsed results. They usedspaper text (Kawahara
and Kurohashi, 2005) or Web corpus (Kawahara and Kuroh2885).

As above, though there are several hand-made or autonhatcaated dictionar-
ies,ALT-J/E 's valency dictionary is a one of the largest hand-made glelictionar-
ies. It has both fine grained and bilingual information.

2.3 Japanese Semantic Databaseexeed

Because to build a richly informative dictionary by hand agtbtime consuming and
costly, so we select basic words to assign hand-made ricnnnation. We call the
Japanese Semantic Database of the basic woegsed

In this section, we introdudeexeed see Section 2.3.1 for other dictionaries.

4There are 130 examples ofder in PropBank.
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TheLexeedSemantic Database of Japanese (Kasahara et al., 2004}, edmisists
of all words with a familiarity greater than or equal to five @scale of one to seven
same asGoi-Tokusei (Amano and Kondo, 1998). This gives 28,000 words, divided
into 46,347 different senses (the fundamental vocabulafe examples ofexeed
are given in Figure 2.6 and 2.7. Each sense has a definitidersenand example
sentence written using only these 28,000 familiar wordsl (@me function words).
In the case of the definition sentenceofs 4 /x—; (Sense 1 ofloraiba “driver”), an
originarl sentence Ss rewritten to $'. Many senses have more than one sentence in
the definition: there are 81,000 defining sentences in all.

Each entry contains the word itself and its part of speeclSjRDd the familiarity
score along with definition and example sentences. In aohditi’'s also added some
information byHinoki project: its lexical type(s) in the grammar, links to othenses
in the lexicon (such as hypernym), links to other resoursesHi{ as thésoi-Taikei,
WordNet (Fellbaum, 1998)Jwanami (Nishio et al., 1994)). (In Figure 2.6, 2.7, all
underlined features are added by thieoki project. See Section 2.4 for more details
aboutHinoki). Then we show the overview of links between the linguistgaurces in
Figure 2.5.

Each sense is linked with semantic classesoiTaikei (lkehara et al., 1997);
e.g. K J 4 )N—1 (Sense 1 ofdoraiba “driver”) is linked with (942:too0l), both
K 5 4 )N—, and ;& #; F1 are linked with (292:driver), K 5 4 /N —3 is linked
with(921:plaything, sporting goods). Through the semantic classes, we can
gather similer word senses; e.g. the senses which is linkétd (292 :driver) are
followings, j&#x 11 » untenshi‘motorman”, j&#x 1 untenshu‘chauffeur”, # &1 ki-
cho “chief pilot”, f#5, > sendo*boatman”, 72 ~ /XA{ 7 v k4 tesuto pairottd‘test
pilot”, /X4 v k3 pairotto“pilot”, #4711 hikoushi‘airman”, k 5 £ )\—, doraiba
“driver”, X—)¥— K 5 4 )X—q pépa doraiba “Sunday driver”,= 4 ¥ —; raida “rider”,
and ¥ #4711 uchuuhikoushfiastronaut”. The semantic classes are principally de-
fined for nouns (including verbal nouns), although therema information for verbs
and adjectives. All content words béxeed including nouns, verbs and adjectives, are

linked to semantic classes, as shown in Figure 2.6

In addition, Lexeed senses are arranged into several hierarchies (Nichols,et al
2005, 2006). These are automatically produced from the wefishitions, and do not
link all the senses into a single hierarchy. For example,igufe 2.6 and 2.7, the
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English Ontology

Multilingual Jopanese )
Grammar Grammar WordNet

Hinoki Hinoki

English @
Grammar

Redwoods

Treebank Sensebank /

Iwanami
Dictionary

GoiTaikel
Ontology

RWC
Corpus

(Pattern)
Dictionary

English Corpus

Our Resources | Japanese
\ J Corpus

Figure 2.5: Overview of links between the Linguistic Res@sr

hypernym fork < 4 )X—1 is & H, equipmenttool”, for K5 4 )N—2 and;&#xF4 IS
A1 hito “person”, for Kk 5 4 )X—3is 7 5 7’5 kurabu“club”, and the domain fork 5
4 )N—3zis Il 71 gorufu“golf”.

TheLexeedentries can be searched via a web interface which | mdeigure 2.8
shows the interface. As shown in Figure 2.8, the interfacsvstthe several links for
each word; that is hypernyms, tagged information, semantdisses (inGoi-Taikei),
English translations, and so on.

Lexeed is used for two things. First, it defines the sense invent@sdun the
sensebank and ontology. Second, the definition and exaraptersces are used as
corpora for the treebank and sensebank (See Section 249, @hshown in Figure 2.6,
2.7, each content word in the definition and example sensas@nnotated with sense
tags from the same lexicon, as well as syntactic informatisrpart of thedinoki.

SThis interface is internal use only.
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—H EADWORD R 54 )N— doraiba
POS noun Lexical-type noun-lex

FAMILIARITY 6.5 [1-7]

S: nhlEzbl.
screw turn (screwdriver)
DEFINITION S hl2%z £ZLAN272Y |
HhEl-2720) 345 8, .
SENSE1 -
A tool for inserting and removing screws|.
HYPERNYM j&E; equipmenttool”
SEM. CLASS (942:tool)
| WANAMI 37515,0-0-1-0 (L~ R(3/3))
HEhd, # #ix; 956 A1,
DEFINITION
A personwho drives a car
Ril3 ER17Z FIA4N—2 L LT K¥1 SgL 72,
EXAMPLE
SENSE 2 My farther was commended as a good driver
HYPERNYM A1 hito “person”
SEM. CLASS (292:driver)
| WANAMI 37515,0-0-2-0 (L~ R(3/3))
INT1TC . EEMHD 72573,
In golf, a long-distance club
DEFINITION
—&2m7 v By,
A number one wood .
SENSE3 L -
HYPERNYM 2 5 7', kurabu“club”
DOMAIN )L 71 gorufu“golf”
SEM. CLASS (921:plaything, sporting goods)
| WANAMI 37515,0-0-3-0 (L=~ R(3/3))

Where L is an abbreviation akxeed and R is an abbreviation afanami (RWCP).

Figure 2.6: Entry for the Wordk < £ »N— doraiba “driver” from Lexeed(with English

glosses)
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HEADWORD Ei#zF  untenshu
POS noun Lexical-type noun-lex

FAMILIARITY 6.2 [1-7]

FEEH X HEHE 2 & §5 A4
DEFINITION
a person who drives trains and car
KE<s%k» 726 EHy O EEF 112 Kbe DB
E =i -
SENSEL XAMPLE By 7T,
| dream of growing up and becoming a train driyer

HYPERNYM A4 hito “person”

SEM. CLASS (292:driver)

| WANAMI -

Figure 2.7: Entry for the Worg iz F untenshichauffeur” fromLexeed(with English
glosses)

22



@ G English/Keyboard % % ® @
exeed & Hinoki Aoraiba - Mozilla FIPeTox

Grrvr—va am 2250 @@
)

PPAME) GRE) KNV EES) Zvo3—76) Y-MD ~IH)

Wl 18138 (&) 1556 [§

G- - @ (3 [0 hutpy/zeus cslabkect ntt.cojp/Project/phy [x]>] [G[¢

£ Getting Started [l Latest BBC Headlines [ | ShagenG local Wiki - P... [ Sanae Fujita (Top page) W/ A{>~—3 - Wikipedia [ Ubuntu -~ Package Sea.. & HinokiWiki - Pukiwiki [ Ubuntu packages [ | BIASMALIBRRZEE - .. [ ALT-J/E MEXE

[Lexeed & Hinokil]| BiLexced & Hinokljusersanacs]
RS A 78— jdoraiba-/ [n] [15032610] (6500)
Clear | _Search IFrequency: 37 ([DEF] 1 [EX] 8 [SV] 14 [Kyo] 14 )
[Entropy: 0.79 ([DEF] 0 [EX] 1.5 [SV] 0.37 [Kyo] 0.37 )
GID:19032610 g driver 921 leisure equipment 342:tool/i ALL)} ALDJDIC [RWCP; 37515 ]
e el LACY: ordinary-nohon-n-lex
* K54/8— (doraiba-) [n] Pre Next
1) nl, % ELAN, 1Y | HXED, ) T3 HE, . M
(Orig] falxbl.
lEx] g & ML, B2 A/5— TR, © L, % My K o
{Eng]  screwdriver
[Origin] driver
[Prob] 0.1 ( [DEF] 0 [EX] 0.25 [SV] 007 [Kyo] 0.07 )
[RWCP] 37515,0-0-1-0 (L=R(3/3))
[Attr]  (g42400/implement(ALL))
(Hype] #8,{893:equipment/tool}
2@ BB, £ EE T3 A, . M
[Org] BBELEERETDA.
(B0 & & ER, B ES45—, BT, 3, . M)
(Eng]  driver
[Origin] driver
[Prob] 0:84 ( [DEF] 1 [EX] 0.5 [SV] 093 [Kyo] 0.93 )
[RWCP] 37516,0-0-2-0 (L=R(3/3))
(Attr]  {292.chauffeur /driver(ALL)}
(Hype] A, {5human)
3 (3 Tz, T, HEE B 057, . M —F, Dy =
]
[Orig] TN7T BEHEBOIFT. —FIvE,
[Ex] M B ES/8—, T300v—F BEL, £ . M
[Origin] driver L
fRo_LY AACIMFFI A EVI AAC VA A 1AL %
29001970
show Def show Ex show SVT show Kyoto
Example (@)
wsar0  [BIK [ESAL=, © RIFHT, e KIS, 6 HYUZ, 2 B Ly T4 2 BI2 % o )
[@ Lexeed & Hinoki doraiba - Mozilla Firefox ]

Figure 2.8: Search Interface foexeed K 5 A /X— doraiba “driver”
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2.3.1 Comparison with Other Resources

BesidesLexeed there are a lot of monolingual machine readable dicti@sariFor
JapaneseGoi-Taikei's Japanese DictionaryUMAN'’s Dictionary (Kyoto University,
2008),lwanami (Nishio et al., 1994), and so 0dUMAN  is a Japanese morphological
analysis system. Selected woddMAN ’s dictionary has around 30,000 selected basic
words (except proper nouns) which are assigned severaiaton by hand, but has
no definitions. lwanami defines the sense inventory used in BWCP sensebank
(originally used in theSENSEVAL-2 competition).

To compare these dictionaries, we show their size in TadleTable 2.4 shows that
the size and features béxeedis the smallest but the related sensebank is the biggest.

Table 2.4: Comparisobexeedand Other Resources

Resource Definitions | Selected Size of Resource Size of Sensebank

Entries| Senses  (No. of Words)
Lexeed Y Y 28,000| 46,000 840,000
lwanami Y N 60,000| 85,000 149,000
JUMAN N Y 30,000 - -

To compard.exeedandlwanami, and also to export intBWCP into Hinoki Sense-
bank, we linked_exeedword senses (except function words)w@nami word senses,
and classified the link types by hand: that@mmpletely same meanirfg), almost
same meanin@~), Lexeed sense has wider meanirf®), Lexeed sense has narrower
meaning(C), meanings of exeed and Iwanami overlap (overlap),no sense to match
(—), others(others). For example, eachy 5 £ /X— 1,2,3 doraiba “screwdriver/driver/
club” (Figure 2.6) has the almost same sensgifl Iwanami. In Figure 2.6, we show
this link as L~ R (3/3): where L is an abbreviation béxeed and R is an abbreviation
of lwanami (RWCP), and (3/3) means that the judge is done by 3 of 3 evaluatars. B
JE#LF untenshuchauffeur” (Figure 2.7) doesn’'t appear limanami.

We show the details of this classification results in Talble Zhough many.exeed
word senses are linked to mahlyanami senses, in Table 2.5, the link types are clas-

Shttp://www-lab25.kuee.kyoto-u.ac.jp/nl-resource/amrhtml
’othersincludesidiom, no entry of same index wardtc.
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sified in order of following priority:=,~, O, C,overlaps+#,others Table 2.5 shows
that 69.4% olLexeedhave same or almost sarvganami sense, antdexeedmeanings
tend to be narrower thawanami.

Table 2.5: Hand-Classification of Link typeslafxeedandlwanami

Type No. of Lexeedword senses
No. (%)
Lexeed= lwanami 318 0.8
Lexeed~ lwanami 27,620 68.6
Lexeed D lwanami 2,044 51
Lexeed C lwanami 6,554 16.3
Lexeedoverlapdwanami 473 1.2
Lexeed## Iwanami 2,895 7.2
others 376 0.9
Total 40,280 100

To compard_exeedandJUMAN ’s dictionary, we automatically linked them using
lemmas and POS as pivots. Table 2.6 shows that the size ofadhénhe entries which
is existing in both dictionaries. And Table 2.7 shows thateéntries which is existing
in only Lexeedor JUMAN .
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Table 2.6: Number of Words Existing in botlexeedandJUMAN

POS | JUMAN | Lexeed Same Entries
No. | Sample
Noun 22,419| 24,634 | 13,228 | ¥4 haigo“back”, /% reitou “refrigeration”
Verb 4,225| 3,160| 2,474| &L 5 shimeru‘take”, Jijtr hagemu‘endeavor”
W % % aratamaru“be renewed”
Adj 2,350 498 344 | &\ fukai “profound”,
g L v\ kuyashii“mortifying”
Adv 1,246 668 312 | #hi¥ T magete'distorted”,
3573 Y mojidori “literally”
Others 296 583 124 | 72H & dakara“so”, WA A 7 ironna “several”

Total | 30,536| 29,543| 16,482

Table 2.7: Number of Words Existing in Only One Dictionargxeedor JUMAN )

POS ‘ No. ‘ Samples

JUMAN Only

Noun 9,618 | {£E ninkan“appointment”,## tosei“living”, ¥ chushi‘gaze”
Verb 1,800 | < tumazuku'stumble”, #t34- shosu‘deport”, 2% nejiru “twist”
Adj 2,014 | gz fuyukai-da“unpleasant” 2R 4\ wakenai‘easy”

Adv 935 | A< A< rokuroku“uselessly”, #4115 9° wareshirazu‘unconsciously”
Others 173 | 2 % X & osorubeki‘fearful”, Biy9*/X & hazubeki'shameful”

Total 14,540

LexeedOnly

Noun | 11,406 3% osoban‘late shift”, < L kushi“comb”, >\ v  — haklka “hacker”
Verb 686 | 5] - 7>< % hittakuru“take by force”, & » 7 % torokeru“melt”

Adj 154 | 2~ & b L vy fusawashif‘suitable”, ;3£ L vy takumashii‘robust”

Adv 356 | & - ¢ chikatte“upon my honor”,\ v 1% imaichi“lack something”
Others 459 | X L X L yoshiyoshi‘huba-huba” fa#7; & nazenard’because”
Total 13,061
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2.4 Japanese Treebank / Sensebankinoki

In this section we describe thdinoki corpus. The corpus is built from theexeed
dictionary definitions, examples and newspaper text. Issts of the treebank and
sensebank. The treebank uses an HPSG based Japanese giaemeade both syn-
tactic and semantic information. The sensebank usgesedas a sense inventory.

The target corpus of treebank and sensebank is the same I8mdki corpus has
an important advantage over general treebank and sensebathiat it can provide
syntactic, semantic and lexical semantic information.

2.4.1 Syntactic Annotation

Syntactic annotation iAlinoki is grammar based corpus annotatidone by selecting

the best parse (or parses) from the all analyses derived byaal{zoverage precision
grammar. The grammar is an HPSG implementatiscy : Siegel and Bender, 2002),
which provides a high degree of details, marking not onlyeshejency and constituent
structure but also detailed semantic relations. As the grams based on a monos-
tratal theory of grammar (Head Driven Phrase Structure GramHPSG, Pollard and
Sag, 1994), annotation by manual disambiguation detegrsgetactic and semantic
structure at the same time.

First, the corpus is parsed, and then the annotator selexisotrect analysis (or,
occasionally rejects all analyses). Selection is doneutiin@ choice of discriminants.
The actual annotation process uses the same tools as the&gsitreebank of English
(Oepen et al., 2004) which was parsed by HPSG-based Engasingar (ERG) (See
Figure 2.1 for the relation with our resources). The systelacss features that dis-
tinguish between different parses, and the annotatortsedecejects the features until
only one parse is left. Using a grammar helps treebank demsig — all sentences
annotated are guaranteed to have well-formed parses. ph&dé to this is that any
sentences which the parser cannot parse remain unannaatedst unless we were
to fall back on full manual mark-up of their analyses. Therage number of decisions
for each sentence is proportional to its length (arowg@ of the number of parses). In
general, even a sentence with 5,000 parses requires ar@utetisions (Tanaka et al.,
2005a). Table 2.8 shows the size of target corpudidki project.

TheHinoki treebank currently consists of around 95,000 annotateditiefi and
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Table 2.8: Size oHinoki’s Target Corpus

Corpus Sentences  Words Contentwords Basic words
Definitions 75,000 691,072 318,181 318,181
Examples 45,000 498,977 221,224 221,224
RWCP 36,000 888,000 692,069 391,010
Kyoto 38,000 969,558 526,760 472,419

example sentences of thexeeddictionary. The definition and example sentences in
the dictionary are short, around with 10 words on average aae relatively self con-
tained. The example sentences are relatively easy to pahsedefinition sentences
contain many coordinate structures and are relatively taphrse. We are currently
parsing and annotating newspaper text (Kyoto CorpusamdP Corpus) and 25% are
parsed, of with around 50% are correct. We extentfezly by manually adding the
Lexeeddefining vocabulary, and some new rules and lexical-tymesatse dictionary
sentences (Bond et al., 2004a). We still need more gramnes and lexicon devel-
opment for newspaper text. See Bond et al. (2006); Tanaka(@085a) for anotation
details.

Now, we show the information included Hinoki treebank. As an example, we use
the definition sentence @z F untenshiichauffeur: somebody who drives trains and
cars” (Figure 2.7).

There were 4 parses for the definition sentence. The coregsepshown as a
phrase structure tree, is shown in Figure 2.9. The two sswt@ambiguity are the
conjunction and the relative clause. The parser also allbe/sonjunction to combine
& H denshdtrain” and A hito“person”. In Japanese, relative clauses can have gapped
and non-gapped readings. In the gapped reading (seleate) hehito “person” is the
subject ofiE#; unten“drive”. In the non-gapped reading there is some under§peci
relation between the modifee and the verb phrase. This igasito the difference in
the two readings ahe day he knewn English: “the day that he knew about” (gapped)
vs “the day on which he knew (something)” (non-gapped). Sserhantic ambiguity
is resolved by selecting the correct derivation tree theluches the rules applied in
building the tree (Figure 2.10).
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UTTERANCE

NP
/\
VP N
/\
PP v
NP
PP/\
PN
T CUFJ ? CASF—P Y Y T
A R ELIE z i 95 A
densha ya jidousha 0 unten suru  hito
train or car AcCc drive do person

&L F, “chauffeur”: “a person who drives a train or car”

Figure 2.9: Syntactic View of the Definition ¢z F, untenshu’chauffeur”

frag-np
|
rel-cl-sbj-gap

hd-complement noun-le
/\
hd-complement v-light
hd—comﬁi;;;;;\\\\\\\\\\
case-p-
hd-complement acc-le
nouT—le conj-le noun-le vn-trans-le v-light-le noun-le
\ \
A 0y L)L z LN 95 A
densha ya jidousha o] unten suru hito
train or car ACC drive do person

&L F, “chauffeur”. “a person who drives a train or car”

Figure 2.10: Derivation Tree of the Definition &tz F1 untenshuchauffeur”
Phrasal nodes are labeled with identifiers of grammar rates (pre-terminal) lexical nodes with class
names for types of lexical entries.
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The semantic representation is Minimal Recursion Sema(liRS) (Copestake
et al., 2005). We simplify this into a dependency represamtafurther abstracting
away from quantification, as shown in Figure 2.11. We carrpmét the meaning of
Figure 2.11 as Figure 2.12. One of the advantages of the HRf®Gsghat it contains
all this information, making it possible to extract the partar view needed. In order
to make linking to other resources, such as the sense almmytaasier predicates are
labeled with pointers back to their position in the origisatface string. For example,
the predicatelensha_n_1 links to the surface characters between positions 0 afEd 3:
H.

2.4.2 Semantic Annotation

The lexical semantic annotation uses the sense inventumifexeed(See Section 2.3).
All words in the fundamental vocabulary are tagged withrteense. For example, the
word £ yume“dream, hope” (of example sentence in Figure 2.7) is taggeskase 3
in the example sentence, with the meaning “hope, wish”.

Because théexeedword senses are linked @oi-Taikei semantic classes, we can
get the semantic classes through the word senses. In thefeé&sgume*hope, wish”,
we can get nof1252:dream) but (1363:hope/wish) as a semantic class.

As above, thedinoki Corpus (Bond et al., 2006) consists of dictionary definition
and example sentences (fraraxeed and newspaper corpora (taken from the Kyoto
Corpus (Kurohashi and Nagao, 2003) &WCP corpus.

Lexeeddefinition and example sentences consist of basic wordsusatién words
only, i.e., it is self-contained. Therefore, all contentrd®have headwords irexeed
and all word senses appear in at least in one example sentence

Both newspaper corpora were taken from the Mainichi DailwBl&RWCP was the
text used for the Japanese dictionary taslHENSEVAL-2 (Shirai, 2002) (which has
the Senseval sense annotation). And the Kyoto Corpus isadank with dependency
analysis (Kurohashi and Nagao, 2003). We chose these eogpathat we can com-
pare our annotation with existing annotation. Both thespaa were already word
segmented and part-of-speech annotated.

Table 2.9 shows the size of thénoki sensebank. Words were segmented and mor-
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e2:unknown<0:13>[ARG x5:_hito_n]
x7:densha_n_1<0:3>[]
x12:_jidousha_n<4:7>[]
x13:_ya_p_conj<0:4>[LIDX x7:_densha n_1,
RIDX x12:_jidousha_n]
e23:_unten_s_2<8:10>[ARG1 x5:_hito_n]
e23:_unten_s_2<8:10>[ARG2 x13:_ya_p_conj]

Figure 2.11: Simplified Dependency View (MRS) of the Defmitiof ;&#x; F1 unten-
shu“chauffeur”

_jidousha_n
(BEE,

“automobile”

_densha_n_1
EH, “train”

_hito_n
(A, “person”)

ARG1:subject

conjunction

_unten_s
(&g, “drive”)

ARG2:0bject

Figure 2.12: Interpretation for MRS ¢#xF, untenshuchauffeur” (Figure 2.11)
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phologically tagged using ChaSerThe Kyoto Corpus is originally morphologically
analyzed using Jum&nWe converted the tags into the IPA tagset used in ChaSen.

Table 2.9: Size oHinoki Sensebank

Content Basic Mono-semous
Corpus Sentences  Words  words words %
Definitions 75,000 691,072 318,181 318,181 31.7
Examples 45,000 498,977 221,224 221,224 30.5
RWCP 36,000 888,000 692,069 391,010 39.3
Kyoto 38,000 969,558 526,760 472,419 36.3

Now, we are adding annotation Gfoi-Taikei’s class overHinoki corpus, we've
finished the first half of the same part of Kyoto Corpus. We sliogvexample in
Table 2.10.

2.4.3 Comparison with Other Resources
Treebank

There are some morphological and syntactical annotatqubcar For English, there
areEDR English Corpus (120,000 sentences), Penn Treebank (Maralis1994) (in-
cluding Wall Street Journal, The Brown Corpus and so empBank (Palmer et al.,
2005) (85,000 sentences), which were added predicatenamjLrelations to the syn-
tactic trees of the Penn TreebanRropBank is also being mapped tdgerbNet and
FrameNet as part ofSemLink: Mapping togethePropBank/VerbNet/FrameNet Here
is an example oPropBank:
[Ara Commonwealth Edison Clovas|e ordered *-1 [are-—prp *-2 to refund about
$ 250 million *U* to its current and former ratepayers foeijal rates collected * for
cost overruns on a nuclear power plant

For Japanese, there are Kyoto Text CotBusNAIST Text Corpus (lida et al.,

8nttp://chasen-legacy.sourceforge. jp/
“http://nlp.kuee.kyoto-u.ac.jp/nl-resource/juman.html
Ohttp://nlp.kuee.kyoto-u.ac.jp/nl-resource/corpusiht
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2007), EDR Japanese Corpus (200,000 sentences), and balanced cogpusva
constructing by KOTONOHA projeét. Both Kyoto Corpus and NAIST Corpus are
annotated to the same 40,000 sentences of newspaper; Mdif@5. About 5,000
sentences of Kyoto Corpus and all of NAIST Corpus have in&drom about predicate-
argument and co-referential relations, but there targee casurface case only. Then
in the case of NAIST Text Corpus, the target case markersriotate is following:#’
ga, % o, (2 ni.

As above,Hinoki has not only predicate-argument information but also seman
tic information (MRS). ButHinoki has no information about co-referential relations.
Howevere we tag the same text, we can also use lexical sesaifotimation.

Sensebank

Several semantically tagged corpora are provided in thepetittons for word sense
disambiguation; Senseval-1,2,3 and SemEval. In the cakspainese, {BENSEVAL-

2's Japanese dictionary tagRWCP corpus was providedRWCP corpus are defined
word senses according iiwanami Japanese dictionary (See Section 2.3.1). Of 888,000
words (Table 2.9), 148,558 words are tagged withinami senses. Selinoki sense-
bank has much bigger coverage o®CP. However, annotated resources are still
lacking in several genres, therefore we need to investayagdficient way to construct
resources.

Unttp://cl.naist.jp/nidata/corpus/
Phttp:/ivww.kokken.go.jp/en/researghojects/kotonoha/kotonoha/
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Table 2.10: Simplified Example of semantic annotat@cbki corpus

Word

Semantic Class

Proper Noun

Type | Class

Hilp Murayama‘family name”

&1fip Tomiichi“first name”

&1 shusyd'Prime Minister”

I3 ha“ToP

4E5H nentou‘beginning of a year”
(2 & 72 M niatari “when”

&1 shusyd'Prime Minister”
‘BEKR1 kantei“official residence”
T de“LocC”

Pl naikaku‘cabinet”

0% kisha“reporter”
24 kai “meeting”
£ to “with”
—+)\ 28%28"
H4 nichi“day”
2x R, kaiken“interview”
L shi“did”
, “punctuation”
2% shakaitou'Socialist Party”

0) no uofn
#His shin“new”

RFp minshu‘democracy”

j#-4, rengou“union”

FiE1 shozokubelong”
#51 giin “cabinet member
@ no“of”

(47 :men and women/
gender)
:male/man

(48:male/man)

:politician
260:pol

(2707 :beginning)

260:politician

p

(447 :housing (Others))

364:executive agency/

( gency
administrative body)

(245: journalist)

(378:society)

(2586 : number)
(2682:day)
(1695 :meeting)
(

2050:execution)

(380:political
party)

(2710:01d and new OR
slow and fast)

(1014 :beliefs/
principle)

(2229:union)

(2475 :dependence)

(260:politician)

B (260:politician

I (260:politician)
E (260:politician)

B (380:political
party)

B | (382:faction/sect)
I (382:faction/sect)

E | (382:faction/sect)

The Sample Sentence il ETTEHISEIEICH 72 ) EHE KR THE

HEFOFRIESHEFRRD. ..

34

AEZL T THNHZRL.



Chapter 3

Extending the Coverage of a Valency
Dictionary

In this chapter, we present an efficient method of assignaigney information and
selectional restrictions to entries in a bilingual dicaoyy based on information in
an existing valency dictionary. The method is based on twaraptions: words with
similar meaning have similar subcategorization framessatettional restrictions; and
words with the same translations have similar meaningsedan these assumptions,
new valency entries are constructed for words in a plaimgpilal dictionary, using en-
tries with similar source-language meaning and the sargettdsinguage translations.
We evaluate the effects of various measures of semantitasityt.

3.1 Introduction

As mentioned in Section 2.2, detailed information aboubwelency (subcategoriza-
tion) and selectional restrictions is important for naktdamguage processing tasks
such as monolingual parsing, accurate rule-based madi@nsldation and automatic
summarization. However, this information is not encodedanmal human-readable
dictionaries, and is hard to enter manually. Thereforepfost of the language pairs,
the lack of suitable language resources is a severe proldeen when word-lists or

IFirst we reported in Fujita and Bond (2002a) about this meéthkhen we revised it in Fujita and
Bond (2002b) and Fujita and Bond (2004c). Then put them kmganto a journal, Fujita and Bond
(2007).
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simple bilingual dictionaries exist, it is rare for them twiude detailed information
about the syntax and meaning of words.

Although great progress has been made in learning stalistiodels from anno-
tated corpora, most commercial machine translation systefy on detailed infor-
mation compiled in lexicons. They are typically hand-buiiowever, adding such
detailed information to dictionaries is both time consugramd costly.

In this chapter we present a method of adding new entries &éhese valency
patterns, or patterns) to a bilingual valency dictionaryewNpatterns are based on
existing patterns, so they have the same amount of detaifedmation. The method
bootstraps from an initial hand-built lexicon, and allowsanpatterns to be added
cheaply and effectively. Although we will use Japanese amgliEh as examples, the
algorithm is not tied to any particular language pair oridicary. The core idea is
to add new patterns to the valency dictionary by using JeggBaglish pairs from a
plain bilingual dictionary (without detailed informatiabout valency or selectional
restrictions), and to build new patterns for them based astiag patterns. We show
the basic method in an illustration, Figure 3.1. As showrhis figure, because there
are relatively large plain bilingual dictionaries, we exdénand-build bilingual valency
dictionary using such bilingual dictionaries.

J

@ Plain Bilingual
Dictionaries
(ALT-J/E,EDICT,Eijiro etc.)

eed (Hand-made
<j Valency (Pattern) -
Dictionary

|

##>5 matou “wear”

N1<person>#A' ga NOM é #£> matou “lap”
#£> matou Boot- ‘ |

N2<clothes>% o ACC

“N1 wear N2” straps

@extend \\/

Figure 3.1: Point of the Idea for Extending the Coverage oakeNty Dictionary
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3.1.1 The Number of Valency Patterns Required

Shirai (1999) estimates that at least 27,000 valency pettee needed to cover around
80% of Japanese verbs in a typical newspaper. Various metbfocteating detailed
patterns have been proposed, such as the extraction ofieaeslirom corpora (Li and
Abe, 1998; Haruno and Yamazaki, 1996; Manning, 1993; Utetiial., 1997; Kawa-
hara and Kurohashi, 2001), the automatic and semi-autonmatiiction of semantic
restrictions (Akiba et al., 1995, 2000) and hand-consipac{Dorr, 1997; Johnson
et al., 2002; Erk et al., 2003).

However, the quality of automatically constructed monglial patterns is still far
from that of hand-constructed resources. Further, lacgéesilingual resources are
still rare for most language pairs, so that it is hard to awtcally build bilingual
patterns.

Our work differs from corpus-based work such as Manning 8)39 Kawahara
and Kurohashi (2001; 2005) in that we are using existingclxiesources rather than
a corpus, and we are obtaining selectional restrictions els a8 subcategorization
frames. Our method is also applicable to rare words, as lemwgeacan find them in a
bilingual dictionary, and know the English translationdiétes not, however, learn new
frames from usage examples.

Our method adds new patterns by leveraging existing knayded the system
dictionaries. We illustrate the method with examples ofdng a Japanese-English
lexicon, but there is nothing in the method itself that isgaage specific. The basic
idea is to add new patterns to the pattern dictionary by udapanese-English pairs
from a plain bilingual dictionary (without detailed infoation about valency or selec-
tional restrictions), and build new patterns for them baseéxisting patterns.

We present both fully automatic and semi-automatic implaatens in this thesis.
However, even the semi-automatic implementation doeseigtan detailed knowl-
edge of the system dictionaries by the analyst. Our methsdnigar in principle to
Ikehara et al. (1995) who add useful information to a useti@hary by comparing
input word pairs to existing patterns in the system dictigna
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3.1.2 Coverage of Original Valency Patterns

To test the useful range of our algorithm, we evaluated thereme OfALT-J/E’s
valency dictionary (See Section 2.2) on 9 years of Japaresgspaper text (6 years of
Mainichi and 3 years of Nikkef)(see Table 3.1 and Figure 3.2; we graphed Table 3.1
as Figure 3.2). They consist of about 309,000,000 words. cberage of tokens is
high (92.5%), but many infrequent verb types are missinmfour system (over 62%
of verb types have no pattern). The verbs which have no pedigpear on average 50
times. Many of these infrequent words are still quite faanito native speakers. For
example® » A % » 9 choromakasusteal”, Bii#1 & 5 nareau“conspire” andiE# +
» % hareagaru‘swell up” appear only once in the 9 years of newspaper datahiey
are very familiar words. The existing dictionary’s covegag good, but not complete.

We measure familiarity usingoi-Tokusei (Amano and Kondo, 1999) and web fre-
guencies.Goi-Tokusei lists word familiarities for Japanese: The word-familipiis a
subjective rating score which represents how familiar peetgel to a particular word.
The rating scale is a 7-point scale (1:unfamiliar — 7:faan)ti 94% of adults know the
words those familiarities are higher than 5 (Amano and Kod888). The words cited
above all have word familiarities greater than 5. From welpesawe can find 27,100
pages for the base form ¢f x » £ » 9 choromakasusteal”, 102,000 forfi#1 & 5
nareau“conspire” and 55,700 fojif |43 % hareagaru‘swell up”: these are widely
used words.

In the newspaper text, there is an average of 3.1 verbs forssatence. Therefore,
one verb in every 5 sentences has no pattern. In order toe¢deaumber of unknown
verbs to one in 10 sentences, we need to add valency infamifati 2,647 verbs.

Table 3.1: Cover Ratio for Japanese Newspapers (9 years)

In lexicon No. of Types (%) No. of Tokens (%)
Japanese exists 4,997 37.6 24,656,590 92.5
No pattern 8,304 62.4 2,000,710 7.5

Total 13,301 100.0 26,657,300 100.0

2Mainichi’91, '92, '94, '95, 99, 2000 and Nikkei '95, '96, '8.
Shttp://www.google.co.jp/, searched on 2006-03-22.

38



100% 2,000,710
80%
8304 I No pattern
60% |
40% O Japanese
o exists
20% 4,997 24,656,590
0% ‘
Types Tokens

Figure 3.2: Graph of Cover Ratio for Japanese Newspapemsa3)y

3.1.3 Utility of Valency Information

In order to demonstrate the utility of the valency inforroatiwe give an example of
a sentence translated with the system default informabasi¢ally a choice between
transitive and intransitive), and the full valency inforioa in (1) The verb is}#

¥ tanomu“ask” [NP-ga NP-i Cl-to V], which takes a clause complement. Without
the valency information the translation is incomprehelesithe clause complement
is misinterpreted, the zero-pronoun is not resolved andetigish to-infinitive is not
produced.

(1) XBEB 13 JE 2 S Zew X HHAR
Taro wa tomodachni hanasanai, yoni tanonda
TarouToP friend DAT talk  not QuoOT asked

“Tarou asked his friend not to talk.”
with: Taro asked his friend not to talk.

without: As Taro did not talk to his friend, * asked.

“We use the following abbreviationsom: nominative postpositiomcc: accusative postposition;
DAT: dative postposition;oc: locative postpositionToP: topic postpositionQuUOT: quotative postpo-
sition; REC: reciprocal postposition; NP: noun phrase; Cl: clause;rbv The sentence is translated
usingALT-J/E lkehara et al. (1991).
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In general, translation tends to simplify text, becauseténget language will not
be able to represent exactly the same shades of meaning asutee text: there is
some semantic loss. Therefore, in many cases, a singld targpiage entry is the
translation of multiple similar source patterns.

For example, there are 23 Japanese predicates linked tontjlest entryreport
in the valency dictionary used by the Japanese-to-Englsthme translation system
ALT-J/E Ikehara et al. (1991). Six of these have the same frame-typiead shown in
Figure 3.3. Five patterns have the frame-type shown in Ei§ut. Three more link to
a variation of that in Figure 3.3 whera+ni is replaced by3+ni/e/made Collapsing
such minor variations, 11 are of one type, 7 of the other, arlg ® are genuinely
different. Therefore, in order to make new frames for prattis that translate into
Englishreport, we need to add only two patterns, one of the types in Figi8aBd
one in Figure 3.4. ldeally, we should merge these into a sialgernation (Levin,
1993) and link to that as suggested in Baldwin et al. (1999).

The ultimate aim of this research is to identify what kind wffiormation is most
effective in the creation of lexical patterns. In particule wish to discover what is
the minimal amount of information necessary to reliablyateenew patterns. Dillinger
(2001) criticized previous research presented on lexigastuction as paying “more
attention to theoretical issues than to establishing e¥fe@rocesses for dictionary
development”. We address both theory and practice throiggiaus evaluation of
various methods with an emphasis on producing usable patésrthe final result.

In the following sections, first we propose the basic methbdreating and re-
fining new patterns (Section 3.2). Then we add two refinemesrtsating multiple
patterns simultaneously using information about alteonat and merging similar pat-
terns (Section 3.2.4). We are able to create high-qualitiepes cheaply. We test the
various filters to improve the quality of patterns and to meédescreation of patterns
more efficient. The evaluation (Section 3.3) is done withhteotranslation task-based
evaluation and a direct evaluation by lexicographers. e tfiscuss the results and
suggest a refined method, compare our research with otheoaghes and discuss
further work (Section 3.4). Finally, we conclude (Sectioh)3
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[ PATTERN-ID (PID)
SEMANTIC CLASS

JAPANESE

ENGLISH

Figure 3.3: Valency (Semantic Pattern) Entry for the vérke 3% joushin-surus

reportNo.1 (SVOP)

202969

(mental transfer: N1:NOM
N2/810:ACC N3/N5/N8:ACC)

FH#H9 % joushin-suru

PRED

POS

N1

N2

N3

PRED
POS

N1

N2

N3

verb

CASE-ROLE Agent
CASE-MARKER %' ga“NoM”
RESTRICTION  (agents)
CASE-ROLE Object
CASE-MARKER % 0“AcC”
RESTRICTION  (abstract)
CASE-ROLE Patient
CASE-MARKER [Z ni “DAT”
RESTRICTION  (agents)
report

verb

FUNCTION subject

CASE nominativ
FUNCTION direct-objec
CASE accusative
FUNCTION that claus
CASE
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PATTERN-ID (PID)
SEMANTIC CLASS

JAPANESE

ENGLISH

Figure 3.4: Valency (Semantic Pattern) Entry for the vérke 3% joushin-surus

reportNo.2 (SVPC)

202970

(mental transfer: N1:NOM
N2/810:ACC N3/N5/N8:ACC)

#1943 joushin-suru

PRED

POS

N1

N3

S10

PRED
POS

N1

N3

S10

verb

CASE-ROLE Agent
CASE-MARKER 7%’ ga“NoM”
RESTRICTION  (agents)
CASE-ROLE Patient
CASE-MARKER (2 ni “AcC”
RESTRICTION  (agents)
CASE-ROLE Quotation
CASE-MARKER & to“QuoT”
RESTRICTION (%)
report

verb

FUNCTION subject

CASE nominativ
FUNCTION direct-objec
CASE accusative
FUNCTION clause

CASE guotativ
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3.2 Method of Creating Patterns

3.2.1 Overview of Method of Creating Patterns

The method is based on the observation that verbs with simianings typically have
similar valency structures. That is, if there is an unknowernovS,) whose meaning
is similar to an existing verb in the seed dictionary (thewnwerbSc), we can copy
the valency information o0& for §;. This method has some fundamental limitations.
It only creates valency patterns for words for which we cad &milar words in the
valency dictionary. But it is simple and robust because éates new patterns by
copying from the existing patterns.

The basic method used to determine semantic similaritarsstation equivalence:
if two verbs have the same English translation then they Baa#ar meanings. This
massively overgenerates: one sense of a verb may overlapotail will. Further, the
match criteria are quite loose: any pattern with the samdigingeac® Thereforegive
up andgive backare counted as the same entry. This allows for minor inctersiges
in the target language dictionaries. In particular the meyedictionary is likely to
include commonly appearing adjuncts and complements thaot normally appear
in bilingual dictionaries. For examplér < iku “go” is translated aso goin EDICT,
goin the ALT-J/E word transfer dictionary anNP, %)from NP to NR in ALT-J/JE’s
valency dictionary (among other translations). To mat@séhpatterns it is necessary
to have some flexibility in the English matching.

A single verb may have multiple possible subcategorizafsubcat) and selec-
tional restrictions (SR). We create more patterns by usatg dbout verbal alternations
Levin (1993): if the existing verb participates in a knowteahation then we create
new patterns based on both alternatives (See Section 8r2vofre information).

To reduce the overgeneration, we investigate various rdstobfurther constrain-
ing the creation of new patterns, such as a simple human dpeekfilter), para-
phrasing, a multilingual check, semantic associationex@nd the strength of the
link through English. Then we investigate different waysiierge similar patterns.
Evaluation was done using both a task-based evaluation laecking by an expert
lexicographer. These methods are described in more dethiéifollowing sections.

SWe exclude idiomatic patterns (those with fixed case sler§)land patterns headed by light verbs
such asnake doandtake
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3.2.2 Constructing Candidates

To find translation equivalences, we used a plain bilingugiahary which contains
word pairs without valency information. This was made franT-J/E’s Japanese-
English word transfer dictionary and an enhanced versioBICT (Breen, 2004)
where Japanese verbal-nouns were expanded into verbs fefgjoushin“report”
was expanded intd- #1932 joushin-suru‘report”).®

To create a candidatg;, an Unknown word for which we have no valency infor-
mation, we find all words wherEg, the English translation (or translations) is linked
to one or more valency patteri$ in the valency dictionary. Figure 3.5 shows the
overall flow of creating new patterns. We discuss the desditsit filtering methods in
Section 3.2.3

For examplej 5 matou“wear [clothes]”, matching through the translation gives
15 candidate Japanese verbs in the valency dictionary ochwie can base the new
entry. These includeg % kiru “wear”, 55 %4 yowaru“wear [out]”, £\ % FEH» N 5%
warai-o ukaberu‘wear a smile” and so on (some possible links are shown in Fig-
ure 3.6). Some of this variety of candidates comes from thgspmy of the English
verb: % % kiru “wear” corresponds to WordNet sense 1 “be dressedsi§b, yowaru
“wear out” to sense 8 “exhaust or tire though overuse or gs&ain or stress” antk
Wz FEH X % warai-o ukaberd'wear a smile” to sense 3 “wear an expression of one’s
attitude or personality”. In fack 5 matou“wear” corresponds only to sense 1.

3.2.3 Filtering Candidates

In order to filter out inappropriate candidates, we invegggeveral methods of judg-
ing similarity.

Pre-filter

The simplest method is to use human judgment. This is imphéedeas a pre-filter
(reject) where an analyst examines the two source language w8idSq) linked
by an English translation, and rejects them if they do nothawsimilar meaning.

SEDICT typically translates Japanese verbal nouns as neutigut giving a separate verb entry:
e.g.,1t[F kyodo “cooperation”. We usedLT-J/E’s English morphological dictionary and the EDICT
part-of-speech codes to create 10,395 new verb entriesssughin]4- 2 kyodo-suru“cooperate”.
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Step 1: For each patter&(-Ty) in the plainS— T dictionary with no pattern in the
valency dictionary

e For each valency patter&() with the same target translatiofy)
— Create a candidate pdy;-S¢
Step 2: For each candidate pS&ir-Sc (linked by Tyk)
e apply filtering methods Section 3.2.3
¢ If the candidate pair doesn't filter oUf(-)

— Replacesc by §) then create a new patter§(-Tyk) for pairs

Step 3: For each new patte®y-Ty (made fromS¢-Tk)

1. If S<-Tk has an alternatioBa-Ta
also create candidaf -Ta Section 3.2.4

2. If there are similar new patterns
merge them Section 3.2.4

Figure 3.5: Flow of Creating New Patterns

Many words that are obviously dissimilar are linked due tghlysemy of the English
pivot. Rejecting them is a very fast process. It only becostew if the analyst does
not recognize one of the verbs and therefore has to look itTig strength of this
method is its accuracy: the weakness is that it requires humt@rvention, and is thus
expensive.

Consider the three pairs shown in (2). For a Japanese nataker, (a) is clearly
good, while (b) and (c) are clearly bad.

(2) Potential candidates f¢ 5 matou“wear [clothes]".

a. #5 % 5% (< kiru “wear [clothes]”)
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JapanesdSy) Pivot(Tuk)  JapaneseS«)

5
/ Kiru
wear 555

9
matou (EnglisN yowaru
EWEFHPND

warai-o ukaberu
Figure 3.6: Creating Candidates through a Common Pivotslaéion

b. ¥°5 <55 (< yowaru“wear [out]”)
C.

5 %W ENINS (& warai-o ukaberd'wear a smile”)

Paraphrasing

The aim of this filter is to eliminate candidate patterns viittorrect subcats, without
having to use an expert bilingual lexicographer.

The filtering is done by an analyst. The analyst judges whethigtences with the
candidate verb (9 replaced by the seed verby5(and vice-versa) are grammatical
or not. ldeally, words with the same subcat will produce argratical paraphrase,
while those with different subcats will not.

For example, both# #5924 kekkon-surdmarry” (S) and# < totsugu“marry
into”(Sy) have similar meanings. Bu#5 9 % kekkon-surd'marry” is a reciprocal
verb: “a man and a woman marry# <’ totsugu“marry into” on the other hand is
directional, “a woman marries a man/into a family” and thine subcat is different.
This can be seen in (3) and (4), whegs 3~ % kekkon-surdmarry” is replaced with
% <totsugu‘marry into”, but (4) is ungrammatical.

Q) MiZk 13 # & KIS,
kanojowa kareto kekkon-suru
she ToPhim REC marry

“She’ll marry (with) him.”

(4) *#iZz 3w kB,
kanojyowa kareto totsugu

In order to filter out inappropriate candidates, we compaeaisage o8« with §,
using examples from a corpus. Two judgments are made for@ephrase pair: is
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the paraphrase grammatical, and if it is grammatical, agertbanings similar?

This judgment can be done by monolingual speakers of theeedanguage. We
test both directions: first we find example sentences USingeplaceS, with S¢ and
compare the paraphrased sentences. Then we find sentencalefe patterns using

&, replace them witlg, and judge the similarity. Figure 3.7 shows the comparison
using paraphrases.

For each candidate patte®y-T (from S-T)

e Extract 5 sentences usiigy from the corpus
For each sentence

— Replaces; with S

— Classify the paraphrased sentence into 3 grammaticadisseb
if the class igrammatical

x Classify the semantic similarity into 6 classes
e Extract 5 sentences using each patterBcfrom the corpus

— Replacesc with §

— Test as above

Figure 3.7: Flow of Paraphrasing Check

The three grammaticality classes ageammatical, ungrammatical, grammati-
cal in some context.’” Semantic similarity was divided into the following classes

e same: §; 7 odosu‘threaten” ands B9 odosu‘threaten”
e close: §y BEHi3 % gushin-surdreport” andS i3 % joushin-surureport”

e [Sy] broader: § 1 H 9 tsukuri-dasu‘create” andS #HHd % hatsumei-
suru‘“invent”

"The analysts also rejected 7.9% of the example sentenceslasant. These were sentences where
the verb did not actually appear, but that had been selectetbderrors in the morphological analysis.
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e [Sy] narrower: § Fid % saikon-surdremarry” andS¢ #4492 kekkon-
suru“marry”

e different nuance: §; #X 9% oushuu-surdexpropriate” andSc i ) FiF
% toriageru“confiscate” & is more formal tharg.)

e different: §y ¥ H A 95 tachi-mukau‘confront” andS¢ < 4 % hanron-
suru “argue against” (their meanings overlap so they are claskifito other
classes in some context.)

Next, we give an example of the paraphrasing; for the unkniapanese wor§,
H 9 % gushin-surdreport” we look at the existing wor8« | Hi-3- % joushin-suru
“report” which exists in the valency dictionary, with thensa English translation.

We extract 5 sentences from our corpus which 8sefor example (5; slightly
simplified here), and replac with §; (6).

(5) ®E vz o2k &2 EH L. OKH Mk,
Keiei toppu ni  konokoto o  joushin-shiOK ga deta.
managemenbp  DAT this thingAcc report, ok NOM came-out

“I reportedthis to the top management and they OKed it.”

6) BE bvricZon ZE % EH L., OKH e,
Keieitoppu ni konokotoo gushin-shiOK gadeta.

Similarly, we extract 5 sentences from our corpus which &isefor example (7;
slightly simplified here), and repla&y with S¢ (8).

(7) &Hl % ®E 75 BMBE I vk Hu L7z,
bassokw  omoku-surthitsuyouwa nai to  gushin-shita.
penalty Acc increase need TOPnothingQuUOT reported.

“I reportedthat there is no need to make the penal regulations moreeséver

(8) &l ZE IS HBE X LHwr EHLL,
bassokw omoku-surthitsuyouwanai to joushin-shita.

Both paraphrases (6) and (8) gimmmatical and both pairs (5, 6) and (7, 8) have
close meanings. This is done for all five sentences containgnd then done in
reverse for all 5 sentences matching the patterigtor

48



The strength of this paraphrasing method is that non-expar make the judg-
ments and there is supporting data for them. The weakness#sadit requires exam-
ple sentences and is labor intensive.

We also investigate checking the paraphrases using wetf-datthis experiment
we replace the target word as above and then look for the peasgd sentence: if it
exists then the paraphrase is good. However, the averag#hlehsentence we could
find to paraphrase is 19 words (38 characters). We theretaigogew hits (fewer than
1%) that the test was practically useless.

Multilingual Check

Another possible filter on overgeneration is to use multiplgyuages as pivots (Bond
et al., 2001; Paik et al., 2001; Fujita and Bond, 2004). Bseaue match the entire
translation in language X, there is no overgeneration dueotoplex verbs. When
plain dictionaries are available in multiple languagegntthe criterion can be varied
further — for example to use all dictionaries and selecteh&srds which have at
least one matching translation Xf(we call thiSUNION) or to use all dictionaries and
select only those words which have matching translatioadl ianguages (we call this
INTER).

In our experiment we used a Japanese-to-Chinese machirendiy available in
machine readable forml — C (Shogakukan and Peking Shomoinshokan, 1987); and
two dictionaries available on-line: Wadoku Jiten — a Japare-German dictionary
J—G (Apel, 2002); and Dico FJ — a Japanese-to-French dictiohatly (Desperrier,
2002). In Table 3.2, we show the number of patterns for eatheoplain dictionaries
used in this thesis. Three of these dictionaries (EDICT, dadliten and Dico FJ)
are available on-line, and are growing over time; the nusiigéren here are for the
versions we used. Most bilingual entries lacked POS tagsyesonatched on the
surface form of all entries, even though most are not verlagi@ctives.

We use the plain dictionaries in several ways. First, we oisky the pairs 0§y
andSc which have the same: (1) Chinese translatiofwe call this strateggN), (2)
German translatio® (we call thisDE), (3) French translatioR (we call thisFR), then
(4) have at least one matching translatiol€inG andF (UNION), or finally (5) have
matching translations in all &, G andF (INTER).

8Thanks to an anonymous reviewer for the suggestion.
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Table 3.2: Size of J-X Dictionaries

J-X Japanese X Pairs
J-C 72,400 102,300 180,800
J-G 252,400 224,000 526,000
J-F 16,600 10,500 37,900

J-E(EDICT) 94,200 80,400 154,600
J-E@ALT-JE) 323,700 276,100 415,000

JapanesqS;) Pivot(Tyk) Japanesg &)
%¢ chuan E5

35 <(Chinese)/ iru
matou wea 555

(EnglisN yowaru

KWEFPND

warai-o ukaberu
Figure 3.8: Creating Candidates through Multiple Pivots

An example of the utility of adding another language is shawkigure 3.8. In
this case# - matoy # 2 kiru, 55 2 yowaruands\ % i 4N 4 warai-o ukaberuhave
the same English translatievear. But the wordwearis polysemous and the Japanese
pairsi 5 matouandsy 4 yowaruor %\ * #h /X 4 warai-o ukaberudon’t have sim-
ilar meanings. Because Chinese verbs have different pattéipolysemy to English,
only the appropriate Japanese candidate g#ip Matouand % % kiru) is linked by
both English and Chinese (Figure 3.8).

If the source word itself is polysemous (or is monosemouk mitltiple subcate-
gorization frames), then there can be more than one caedialaguage word linked
through multiple languages. In this case we will build npl&ipatterns. Each pattern
would correspond to a different sense.

Association Scores

We also tested the use of association scores based on wciat-slestances taken from
word-definitions and corpora (Kasahara et al., 1997). Theasure is designed to
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simulate human word association.

First we used the association score to cut off subthreshanididates. Then we
used the score to rank words in order of similarity and ongate patterns for words
judged similar by association. We investigated creatingepas for various ranks of
similarity: words more similar than a threshold, the mostikir word, and words
that were within the top 10, 100, 1,000 and 10,000 most simmitards. The strength
of this method is that it is fully automatic. The weaknesshiat thighly associated
words are not necessarily syntactically or semanticattyilar (for exampleit i3 %
kekkon-surtmarry” and # < totsugu‘marry into”).

Translation Link Strength

We also evaluated the quality of the English translatiok. libhis was measured using
the dice coefficient. Thatis, & has English translatioris(S; ), and they link through
the valency dictionary to a Japanese wgkdvith translationd (& ), then the strength
of the link is:
2x (IT(2)NT(S)D

T(Su)|+IT(S0)

This is similar to the one-time inverse consultation scaseduby Tanaka et al.
(1998) to link Japanese and French through English. Thegttieof this method is
that it is fully automatic. The weakness is that it dependsa on the quality of the
bilingual lexicon.

(3.1) link strength=

3.2.4 Making Candidates Robust

In order to make the system robust, we add alternative cateidand then merge
similar candidates.

Adding Alternative Patterns

If the pattern in the seed valency dictionary participates diathesis alternation (such
asl brokethe cups The cup brokk then we create candidates for both alternatives at
once.

For example, the unknown vee§ ‘X 4~ %4 chakka-suru‘ignite” matchess| X 3
% inka-suru“ignite” which has two alternatives in the seed dictionankéd by the
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Causative/Inchoative Alternation. We make patterns fdh ko them, allowing us to
match both (9 and (10).

(9) =AW » FHALL,
doukasemga chakka-shita.
fuse ACC ignited/caught fire

“The fuse ignited. / The fuse caught fire. ”
(10) # X #AW (2 FX L.

karewa doukasemi chakka-shita.
He TOPfuse DAT ignited.

“He ignited the fuse.”

This can only be done if the seed dictionary contains infaimnaabout alterna-
tions. Currently, identifying alternations and addingrthand to lexicons, is being
done both by linguists (Furumaki and Tanaka, 2003) and cdatipnal linguists (Dorr,
1997; Bond et al., 2002; McCarthy, 2000).

Merging Patterns

Merging similar candidates is an important problem for csrpased approaches,
which normally have 10s to 1000s of candidates to merge (Hi Abe, 1998; Mc-
Carthy, 2000). In our case we have fewer candidates, and imforenation. Although
the existence of very similar patterns does not affect guestation quality, the redun-
dancy creates spurious ambiguity, which slows the systemm@mnd makes debugging
harder.

We reduce the number of redundant patterns by merging sipalderns. First, if
two patterns are identical, we merge them. We then mergeddzated that only differ
in their case-markers and selectional restrictions. T$dhey have the same Japanese
head-word, the same English head-word, the same Englistasuhe same number
of arguments, and the same case-roles. If the patterns et case-markers,
the merged pattern is given the union of the two sets (for @karhthe argument of
Sy1 has{(z} ni “to”, and the argument o0&, has{(z,\} ni,e“to”, then the merged
pattern will have{(z, ~\} ni,e“to” as its case markers. However, if one of the similar

9Actually, (9)’s translation isatch fire We useignite only for explanation of the alternation in
English.
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patterns is from a domain-specific dictionary, it is rejelatefavor of the pattern from
the general dictionary, rather than being merged.

We tested two strategies for merging selectional resbnstiparent andchild. All
pairs of SRs from the two patterns are comparegbalent, if one restriction subsumes
the other the least restrictive (the parent) is usedchifd, the most restrictive (the
child) is used. If neither restriction subsumes the othesntboth are used. Multiple
patterns can be merged, not only pairs of similar patterns.

At this step, if the original pattern is marked in the trams¢éxicon as a technical
term and its lemma used in other candidate patterns, we deg’'the pattern. This
stops us from basing patterns on very specialized usagesmfswf we have other
alternatives.

3.3 Creation and Evaluation

In this Section, we create new patterns and apply severiifi¢¢ methods (Step 1, 2
of Figure 3.5). These are then evaluated according to tffetteon translation quality
(Section 3.3.3) or by expert lexicographers (Section 3.3.4

3.3.1 Target Verbs

We use the valency dictionary from the Japanese-to-Engiethine translation sys-
temALT-J/E as a seed lexicon (See, Section 2.2).

In ALT-J/E’s Japanese-English word dictionary, there are 55,615 &S prhose
Japanese part of speech is adjective, adjectival noun tx VEhere are a total of
20,925 distinct Japanese entries. However, due to the tostking detailed entries,
only those 4,937 entries have valency patterns: 15,98&sritave no pattern. Of
the 55,615 J-E pairs, 35,999 have no pattern in the valertipdary. Our method is
applicable to 13,408 of these pairs: their English entrydrapattern in the valency
dictionary.

In Table 3.1 and Figure 3.2, we showed that 8,304 kinds ofs/bdye no pattern.
Of those, 4,129 (49.7 %) verbs appear in #g-J/E 's Japanese-English transfer dic-
tionary or EDICT and have a pattern with the same translatitime valency dictionary
(See Table 3.3).
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Table 3.3: The Possibility of Increasing Cover Ratio foralagse Newspapers (9 years)

In lexicon No. of Types (%) No. of Tokens (%)
Japanese exists 4,997 37.5 24,656,590 925
English exists 4,129 31.0 1,355,552 51
No pattern 4,175 32.4 645,158 2.4

Total 13,301 100.0 26,657,300 100.0

3.3.2 Results of Creation using Several Filtering Methods

We targeted the 4,129 verbs to create new patterns usingingual check, associa-
tion score and the link strength. Then, because we were@bialt5 or more examples
from a corpus of newspaper for 3,753 (90.9 %) of these, westadythe 3,753 verbs
to test the paraphrasing filter and pre-filter. Table 3.4 shthve number of created
patterns for the target verbs through the several filters.

The original number of candidates for the 3,753 target vedsenormous: 108,733
pairs ofS, andS. Most of these were removed in the pre-filtering stage, fep2{492
unknown verbs matching 7,9@&s in the valency dictionary. After the pre-filter, there
were on average 3.2 patterns/verb.

For the paraphrasing filter, analysts took about 7 minutev@d. The data was
split between three analysts, one a linguist and two peojlen@ special training.

The other three filters (multilingual check, associatioores and link check) are
fully automatic.

3.3.3 Translation Task-based Evaluation of Filtering Metlods

In this section we evaluated the effect on translation ¢y&dr created patterns using
various filters. For each verlg() we picked the two shortest sentences we could find
(on average 81.8 characters/sentence: 40 words) from aof® years of newspaper
text (4 years of Mainichi and 5 years of Nikk¥l) This corpus had not been used in the
paraphrasing filter, i.e., all the sentences were unknowe.tfi&d to get 2 sentences
for each verb, but could only find one sentence for some vdtbsthe pre-filter, the

10Mainichi'93, '96, '97, '98 and Nikkei 90, '91, '92, '93, '94
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Table 3.4: Number of Created Valency Patterns

Filtering Methods Patterns Verbs | Average
Filter Condition (P) V) (P/V)
Pre-Filter 7,902| 2,492 3.2
Para- S = S grammatical %> 90 321| 205 1.6
phrase S« = §: same or close % 90 2,716| 1,428 1.9

CN 2,077, 668 3.1
Multi- DE 7,826 90.7 4.6
lingual FR 629 8.2 4.1
Check INTER 141 51 2.8

UNION 9,178| 1,868 4.9
Association 1st ranked 2,161| 1,632 1.3
Scores score- 0.8 89 55 1.6

score> 0.7 273| 163 1.7
Link Strength 4814| 778 6.2

number of target sentences is too large to evaluate therscallje did an evaluation
over a sample.

We translated the test sentences baihh the valency dictionary which has the
new patterns, and/out the new patterns. When there is no pattern for a verb in the
valency dictionary, the system uses either the defaulstasion in the plain dictionary
or if there is no entry in the plain dictionary, the Japanes®as is.

Translations that were identical were marked change. Translations that changed
were evaluated by people fluent in both languages. The d@wvatuaere shown ran-
domized translations to make the evaluation blind. The menstations were placed
into three categorieSmproved, equivalent anddegraded. All the judgments were
based on the change in translation quality, not the absqluadity of the entire sen-
tence.

For example, in (11) the change is evaluated as “B is improoadpared to A, in
this case, B isrith, i.e.,with iS improved.
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(11) #< v »
ugokumonoga
move thing Nowm existif heart Nom calm downwhichis

A: If there is a thing which moves, a heart is softened.

W5
iru

Lok »

to kokoroga

Ak 8}
nagomu

Lo T,
mono desu.

B: If there is a thing which moves, we calm down.

The results of the evaluation for each filtering method akemyiin Table 3.5.

Thresholds were chosen after examining the data over a aidgerof values, although

we do not show all the results here. In addition to the numbeentences which im-
proved or degraded, Table 3.5 showsdhéference (improved — degraded).

Table 3.5: Task-based Evaluation of New Patterns for edtérifg method

Judgment of Translation Quality diffe-
Filtering improved |no change|equivalent|degraded| rence Total
Methods No. % No. %] No. %]| No. %| No. %| No.
Pre-Filter 32 26 26 16 +16
(Estimation)
Paraphradé [1,636 37.51,063 24.31,115 25.5552 12.61,084 +24.94,366
Multi-  CN | 305 23.5 392 30.2 410 31.6192 14.8 113 +8.711,299
lingual DE | 776 24.7 991 31.6 809 25.8561 17.9 215 +6.83,137
Check FR 39166 98 41.7 70 29.8 28 11.9 11 +4.7 235
UNION| 873 24.21,153 31.9 950 26.3634 17.6 239 +6.63,610
Association 18 15.8 47 41.2 28 244 21 184 -3 -2.6/ 114
Score> 0.8
Link Strength 366 22.1 510 30.8 422 25.5359 21.7 7 +0.4/1,657
> 0.9

As can be seen in Table 3.5, paraphrasing gives the bestyquldit is using only

the pre-filter and the grammaticality judgments, 37.5% ahstations improved and
only 12.6% degraded, an overalifference of +24.9%. Pre-filtering gives the sec-

ond best quality (estimated quality). The difference usinge-filter is+16%, which
is a good result.

e use the patterns that have at least &néo S¢ paraphrase that fgrammatical.
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In the results of multilingual check of Table 3.5, the oved#ference ranges from
+4.7% to+8.7%. The biggest improvement was foK, which comes from a totally
different language family to English. In all cases, the nendf improved sentences is
greater than thosésgraded, butUNION creates the most patterns, and has an overall
difference 0f+6.6%.

Table 3.5 shows that the scores from association and ligkgtih are not high.
Therefore, we conclude that association scores and liekgth are not suitable filters
for calculating syntactic or semantic similarity in thiska

In summary, paraphrasing gives the best quality of traiesiabut pre-filtering is
cheaper and satisfies both quantity and quality. Of the fallfomatic methods, the
multilingual check usingJNION gives the best results. The translation results are
analyzed in more detail in Section 3.4.1.

3.3.4 Lexicographers’ Evaluation of Filtering Methods

In this section we evaluate the effectiveness of the filtassng direct analysis by
expert lexicographers as our gold standard. The resul&svetal methods are given in
Table 3.6.

In Table 3.6, precision is the percentage of acceptablenpatthat passed the filter
over all patterns that passed the filter. Recall is the péagenof acceptable patterns
that passed the filter over all acceptable patf&étnghe baseline is to use all patterns
that passed the pre-filter: this gives a precision of 53.4&0180% recall.

The highest precision (72.3%) came from only using pattedmsre the unknown
verb (&) was the most similar to the known verBk(). The recall, however is a
disappointing 3%. Using the paraphrase tests based omsestehere the unknown
verb replaced the known verb, gave almost as high a precaiona higher recall
(71.8% and 23.7% respectively).

Next we considered the multilingual filter. Using one diotwoy (the strategies;
CN, DE andFR), DE gives the highest recall, but precision is not so higiN gives
11.4% recall, butits precision is higher thag. This can be explaned by the following:
(1) because the Japanese-to-German dictionary is largeithie Japanese-to-Chinese
dictionary, the Japanese-to-German dictionary has mdgsg@oy and the polysemy

12The number of patterns that passed pre-filter is enormousiesevaluated a sample set. In this
sample set, the total number of acceptable patterns is 4,272
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Table 3.6: Lexicographers’ Evaluation of New Patterns swteFiltering method

Filtering Methods Precision Recall F-score

Filter Condition (%) (%) (%)
Pre-filter 53.4 100.0 53.5
Sy = S grammatical %> 90 57.1 61.0 59.0
S = S: ungrammatical %= 0 571 61.3 59.1
Para- S = S: same or close % 90 70.2 22.0 33.5
phrage & = &y grammatical %> 90 61.7 551 58.2

& = Sy ungrammatical %= 0 61.7 55.7 58.5
S« = §: same or close % 90 71.8 23.7 35.6

CN 66.9 3.2 6.1
Multi- DE 63.2 114 19.3
lingual FR 64.1 0.9 1.8
Check INTER 73.8 0.2 0.4

UNION 62.3 13.2 21.8
Association Score 1st ranked 72.3 3.0 5.8
Link Strength score> 0.9 59.6 7.1 12.7

makes the accuracy low. (2) German and English are in the saen@anic group

of Indo-European language family, but Chinese and Englishiradifferent language
families. So, Chinese is more effective for filtering-oué thwrong pairs caused by
English polysemy.

Even so, the most forgiving methddNION gives good precision, and its recall is
higher than the remainder. &NION is the most useful of the multilingual filtering
strategies.

These results show the same trends as the task-based mvaludaraphrasing
gives the highest score, the pre-filter is next, and the fimgtial pivot usinguUNION
is the best of the fully automatic filters. We discuss the ltssaf the lexicographers’
evaluation in more detail in Section 3.4.2.
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3.3.5 Evaluation of Alternations and Merging

In this section, we evaluate the methods used to make the ai@vips robust (Step 3 of
Figure 3.5). For this evaluation, we take the patterns whatsed the pre-filter (those
which satisfied both quantity and quality, and including geterns made through
paraphrasing) and we use them as a basic set of new patteeresdd’¢ome alternative
patterns, and then merge any similar patterns. Then, deadysluate the created,
added and merged new patterns.

An additional 178 patterns were made using alternationghénhext step, we were
able to merge 2,891 similar patterns into 1,183, leavin@ b &andidate patterns for
2,492 verbs. The maximum number of patterns merged into @senwe giE\v4
% kanchigai-suru'mistake”). Half the mergers used tparent method and half used
the child method Section 3.2.4. Table 3.7 shows the number of pattenich had
case-markers (CM) or SR merged. In Table 3.7, 50% of thenpattead CMs merged
and over 97% had SRs merged.

Table 3.7: Number of Merged Patterns

parent child Total

No. % | No. % | No. %
Both Merged 324 54.8| 311 525 635 53.7
only SR Merged 254 43.0| 268 45.3| 522 44.1
Same 13 22| 13 2.2 26 2.2
Total 591 100|592 100/ 1,183 100

After merging, there were 2.5 patterns/verb, a much clcsé@y to that of the seed
lexicon.

The results of the analysis are given in Table 3.8. Sepaddtenns are shown for
patterns made using alternations, patterns that were oheisieg theparent method,
patterns that were merged using ttteld method, the remainder of the patterns and
all the patterns. These results are used to evaluate thiastyniilters.

The evaluation took around 5 minutes per verb. Each pattes mwarked as:
acceptable, fixable Oruseless: acceptable patterns could be used as they were;
fixable patterns could be used with minor revisionsgless patterns were so poor
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Table 3.8: Lexicographers’ Evaluations for New Patterns

Alter- Merge
nation Parent Child Remainder Total

Result No. % | No. % | No. % | No. %| No. %
Acceptablel 53 30.8| 366 61.9| 333 56.3| 2,505 50.4 3,257 51.5
Fixable 63 36.6/ 195 33.0/ 231 39.0/ 1,803 36.3 2,292 36.2
Useless 56 32.6| 28 47| 26 4.4 640 129 750 11.9
- 0 0 2 03] 2 03 24 05 28 0.4
Total 172 100/ 591 100|592 100|4,972 100 6,327 100

that it would be easier to create a pattern from scratch.

The majority of patterns that passed the pre-filter werelesathey were (51.5%).
A further 36.2% were usable with minor revisions, giving ®%. potentially useful
patterns. These are encouraging results.

Patterns made using the alternations were worse overalg thiose made by merg-
ing were substantially better. One of the reasons for the goality of the alternations
is that they added another transformation to the origirfakel consider only alterna-
tions of acceptable patterns, then they are acceptabléwoi8he time. Therefore, it
is better to make patterns using alternations after allrdthers have been applied.

Fewer fixes were necessary for the patterns merged with nemergl restrictions
(parent:child — 61.9%:56.3%) than with the more restricted patternspaigin both
were better than the remainder.

Examining the kinds of changes needed by the merged patboveed the child
set needed their SRs corrected more often. This shows\cteatimerging to the least
restrictive values (the parent strategy) is the best.

3.4 Discussion

In this section, we analyze the results of translation ext@éda (Section 3.3.3) and
direct evaluation (Section 3.3.4) in more detail. Then,edasn the results of the
analyses, we refine our proposed method.
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3.4.1 Analysis of the Translation Results

First, we analyze the reasons for theproved anddegraded translations.

Reasons forimproved results: (1) The system was able to translate previously
unknown words. The translation may not be the best but itiebthan an unknown
word. (2) A new pattern with a better translation was sel&c{8) The sentence was
translated using the correct subcategorization, whicbwetl a zero pronoun to be
supplemented or some other improvement.

We show some examples of the changed translations, usingifset example
sentences.

In (12) the English valency information supplies the subgatized prepositiofor
in wish for. The default translation makes the argument a plain dirgjetod, which is
ungrammatical fowish

(12) ER D RF¥E DN EHRL. 2D O R 2EDRE D
kokuminnotaihangaheiwao hosshisonotamenokikeno ou kakugoga
Hoh ERELT &7,
aru to shinjitekita.
w/out: It was believed that national most wished peace and
that there was the preparedness that we owe danger for that
purpose to.
with: It was believed that national most wished for peace and
that there was the preparedness that we owe danger for that

purpose to.
In (13), the translation with is an improvement.

(13) NATOIZ BLVETAICEE % WmHLA,
NATO haSerbia-jin ni sensero fukoku-shita.

w/out: NATO decreed a declaration of war to Serbia person.
with: NATO announced a declaration of war to Serbia person.

Reasons fotdegraded results. (1) A new pattern was selected whose translation
was less appropriate. (2) the detailed nuance was lost.Xeon@e & ¥ % nade-
ageru“brush up” became simplgrush

The main reason for these degradations was a change in theltdeénslation.
When there is no pattern availabhd,T-J/E uses a translation from its word dictionary.
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As there is little information available to choose betwet#arnatives, the first listed
translation is used (the first listed translation is meariiddhe most general transla-
tion). However, when we made patterns, we looked at alldigt@nslation equivalents.
51% of the time we were able to make a pattern with the firstdistanslation, 27%
with the second, 11% with the third, and 11% with the fourtith for sixth. However,
when a pattern exist&LT-J/E uses it in preference to an entry in the word dictio-
nary. Therefore, the translation was changed for many p&ttéSometimes the new
translation was an improvement, but sometimes it was natekample, 1% 2 3 %
kuchi-gotae-surdanswer back” had two translations in the word dictionary)) gn-
swer backand (2)retort. We could only find a pattern faetort and so this became the
system’s choice. Howeveanswer backvas in fact a better translation in the examples
we saw.

3.4.2 Analysis of the Lexicographers Evaluation

Direct evaluation shows two things that the task-baseduatiain did not make clear.
The first is the utility of merging similar patterns: the rigwg patterns are of high
guality, and the dictionary becomes more compact. Whenimgrthe best strategy is
to create new patterns with less restrictive selectiorstictions. The second is that
evaluation by paraphrasing is no better than using expeitdgraphers. Although
using paraphrasing does improve the quality of the dictygnais quicker and more
accurate to use lexicographers directly (5 minutes vs 7 teg)u Further, paraphrase
judgments are hard to make for untrained analysts: lingumside paraphrase judg-
ments with higher accuracy.

For example in (14), (15), the meaning is changed in (15) bwei assume the
special state, (15) will be acceptable. This falsifies tlanclthat paraphrase judg-
ments can be done cheaply with untrained analysts, and nitdkes effective to use
paraphrasing as a filter.

(14) 7rh—)K3E nooFLR IIEOrT
Vaccari-fusai ga arawa-shitawaei-jiten.
Mr. and Mrs. VaccarhAcc wrote Japanese-English dictionary.

“The Japanese-English dictionary is written by Mr. and Maccari.”
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(15) ?7 e Ah—VKRFEH Kbl FISEHE,

Vaccari-fusai  gahyouki-shitavaei-jiten.

“The Japanese-English dictionary is signed on the fbgnivir. and Mrs. Vac-
cari.”

From a practical point of view the results are encouraging:can produce useful
new patterns with only a simple monolingual judgment asfiiiex “are these verbs
similar in meaning?”, and it has been shown that these patierprove the quality of
translation in 32% of sentences versus degradations inld¥.

The quality can further be improved by the candidates belmegked by lexicog-
raphers. This is relatively expensive, at an additional Butgs per verb, but is still
cheaper than creating patterns from scratch. Prelimimamgstigation shows that even
correcting the fixable patterns takes less than 10 addltromautes per pattern on av-
erage, for a total of 15 minutes per pattern.

At the end of these experiments, we increased the valeneydyyperage about 1.5
times (from 4,997 to 7,427) and cover almost half of the mig$okens. This means
in practice that the number of sentences which have unknewnbs\decrease from one
in 5 to one in 9 using the data from 9 years’ newspapers (sde 3aband Figure 3.9:
we graphed Table 3.9 as Figure 3.9).

Overall, our results show that hand-compilation is stitessary for building high
guality lexicons. However, semi-automatic acquisitiorcandidates, and merging the
acquired candidates can increase efficiency considerably.

3.4.3 Refining the Method

As we showed in Section 3.4.2, the method for creating netepet using only a pre-
filter is very effective. The pre-filtering is a very simpledgement, done by people.
So, to reduce the cost, we examine whether we can use autoiittatis instead of
human pre-filters, even if only for some of the target words.

Table 3.6 showed that the most efffective automatic filtes wae Multilingual
check, used after a pre-filter. So, we ran the multilinguaakhwithout applying a
pre-filter. The results for Table 3.6 are shown after apgl\tire pre-filter. Here, we
consider doing the multilingual check without applying five-filter.
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Table 3.9: Cover Ratio of Created Patterns for Japanesepé@ass (9 years)

In lexicon No. of Types (%) No. of Tokens (%)
Japanese exists 4,997 37.5 24,656,590 925
Created Japanese exists 2,430 18.3 886,126 3.3
No pattern 5,874 442 1,114,584 4.2

Total 13,301 100.0 26,657,300 100.0
100% 1052898
947,812
80% 5,769 | O No pattern
60% | || OCreated
40% 72'535 patterns
O Japanese
20% 14,997 | exists
24,656,590
0%
Types Tokens

Figure 3.9: Graph of Cover Ratio of Created Patterns for degm Newspapers (9
years)
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Table 3.10 shows the results using the multilingual chedkavuit applying a pre-
filter. The Japanese-to-French dictionary is relativelyamso in Table 3.10, we use
Japanese-to-Chinesg { C) and Japanese-to-Germah- G) dictionaries. It means
in Table 3.10,UNION has at least one matching translatiorCirand G, andINTER
has matching translations in both©f andG. Table 3.10 shows the number of target
verb pairs whose$and & both exist in the dictionary, and the number after applying
pre-filter, too.

Table 3.10: Number of Creatable Valency Patterns UsingiNhgual Check

Filtering Methods Without Pre-filter Through Pre-filter
Filter ~ Condition (T3 (P (v (M P (V)
No Filter 108,733 7,902 2,492
CN S, S existinJ—C | 26,715 9,540
Cu=Cx 1,474 2,077 890 938 1,389 545
DE S, S existinJ— G| 91,357 31,389
Gu=CGk 6,178 7,826 2,892 3,803 4,944 1,631
UNION Sy, S exist 92,628 9,540
Cu=Ck or Gy=Gg 6,981 8,933 2,729 4,245 5,594 1,592
INTER &, S« exist 25,444 9,053
Cu=Ck, Gy=CGk 671 970 470 496 739 323

From Table 3.10, 470 patterns for 671 pairs are creatableiigeINTER, but
of those, only 496 pairs (73.9%) went through the pre-filtéfe checked 34 pairs
(19.4%) of the remaining 175 pairs which are not through teefiiter. The 34 pairs
can expand to 45 patterns. Of those, 37 patterns (82.2%)dshewacceptable.

For example, the pair & 822 metoru“marry” and S« & 5 morau“marry” was
rejected in the pre-filter, but it has same Chinese and Getraaslation. From this
pattern ofSc & 5 morau“marry” we can create an acceptable new patternSor
B2 %2 metoru“marry”. Now, & 5 morauhas polysemy. From the Gakken Japanese
Dictionary (Kindaichi and Ikeda, 1988} 5 morauhas 6 senses: That is (Given
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(2) get, (3) marry, (4) have a break(5) take on and (6)win.

At the pre-filter stage, it is likely that the less familiar améngs of the wortf were
not considered by the analyst. The multilingual check caronty reduce the cost, but
also cover the mistakes due to human error. Of course, nttajpatterns produced
through the multilingual check are correct, but doing theathbefore the pre-filter is
cost effective.

The multilingual check is useful, but only 23.2% of the tdrpairs are seen with
bothS, and¢ in the Japanese-to-Chinese dictionary. Even in the JapdneSerman
dictionary, only 79.3% of the target pairs are seen. So, welsluse the pre-filter for
the remaining patterns.

We therefore propose a method of building information-teticons that proceeds
as follows: (1) build a seed lexicon by hand; (2) extend ibendtically using more
than one bilingual lexicon; (3) extend it semi-automaticalking bilingual lexicons
and a simple pre-filter check; (4) merge any similar pattenmesking the selectional
restrictions broader rather than narrower; (5) revise tve patterns as far as possible.

This method is also applicable to work in new language pdtrsvill always be
the case that simple bilingual lexicons are larger thanrmé&dion-rich lexicons —
therefore it will be worthwhile using the former to extene tatter.

Our work is similar in spirit to that of Dorr et al. (2002), whiok two information-
rich resources (one English and one Chinese) using a bdirdjationary. They then
use the bilingual dictionary to fill in gaps, effectively ngia simpler resource to in-
crease the size of the information-rich lexicons.

Kanamaru et al. (2005) examined a method to get Japanesednasing the En-
glish FrameNet (Johnson et al., 2002) and an English-Japdnkngual corpus. They
found candidate Lexical Units via the manually translatedds. The method has only
been evaluated for a single verf 5 osou“attack”. This method can also be used to
provide a bilingual valency dictionary, using a well aliginglingual corpus instead of
a plain dictionary.

An earlier version of this work (Fujita and Bond, 2002a) imeg Hong et al. (2004)

10T is the No. of Target Verb Pairs.
11p is the No. of Patterns.

12y is the No. of Verb Types.
16The pre-filter rejected patterns based on senses 3 and 6s tpairs withS¢ 822 metoru“marry”

andSy t&4 % hakusuru‘'win”.
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to use the same method to create Korean-Chinese pattetasdeig the number of
patterns in their pattern-based machine translation sy$tem around 110,000 to
350,000. They used three automatic checks: (1) the verbshmue the same voice;
(2) neither verb must be an idiom and (3) the target languagecannot be a light verb
(support verb). The automatically created verbs were thexled by a lexicographer
and non-synonyms rejected (pre-filter). The newly creatgtis/raised the percentage
of perfectly matched patterns from 59.2% to 64.4% a gain 2#®%. This shows that
the general approach is fully extensible: it works for diéiet systems and for different
language pairs.

Future Work

We would like to experiment with more aggressive mergingthis thesis, we only
merged patterns with the same case-roles and same Enghisatstection 3.2.4. But
when the case-roles differ only with adjunct case-slots,cavgld potentially merge
them.

For example, 3 - I¥4k < suppanuku‘expose” had the following two candidate
patterns as shown in Figure 3.10 and 3.11.

~ N1 (3:agent) »ga
N2 (1236:human-activities, ...) %0
- N3 (3:agent) (2 ni

L9 5 ¥k < suppanukuexpose”
Figure 3.10: Candidate Pattern fgr- |34k < suppanukiexpose” (1)
~ N1 (3:agent) 7 ga

N2 (1236:human-activities, ...) %0
L 9 - T4k < suppanukudexpose”

Figure 3.11: Candidate Pattern fgr- |3# < suppanukiexpose” (2)

They have different case-roles, but th@&+ni of Figure 3.10 is an adjunct case-
marker, and the two patterns should be merged.
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3.5 Conclusion

In this thesis we present a method of assigning valencynmédition and selectional re-
strictions to entries in a bilingual dictionary. The metteogbloits existing dictionaries
and is based on two basic assumptions: words with similanmgadave similar sub-
categorization frames and selectional restrictions; amdigwith the same translations
have similar meanings.

A prototype system allowed 6,327 new patterns to be builbgusnly simple hu-
man judgement (pre-filter). Of those more than 51% were esabls, and more than
36% were usable with minor revisions, giving 87.7% potdiytiaseful patterns. The
cost, including human revisions, is less than 6 minutes pttem. Furthermore, even
before applying human revisions, adding the created pattera Japanese-to-English
machine translation system improved the translation fé 82 sentences using these
verbs, and degraded it for only 16%, a substantial improvemequality.
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Chapter 4

Acquisition of Valency Entries using
Alternation Data

In this chapter, we present a method that uses alternattart@add new entries to an
existing lexicon. If the existing lexicon has only one hditloe alternation, then our
method constructs the other half. The new entries haveleetaformation about ar-
gument structure and selectional restrictions. We alswshat it is possible to simul-
taneously add entries in two languages if your exisitingclex has such information.
In this section we focus on one class of alternations, butnoethod is applicable to
any alternatioh

4.1 Introduction

In this chapter we propose a method of acquiring detailemtimétion about predicates,
including argument structure, semantic restrictions anatguments and translation
equivalents. It combines two heterogeneous knowledgecesuml seed lexicon, and
information about verbal alternations. Ultimately, welwge the method with a range
of alternations, however, as a proof-of-concept in thigisecwe consider transitive
alternations where the object of the transitive is the sasr@ subject of the intran-
sitive (e.g.the acid_dissolvethe metal< the metal dissolve@n the acid) (Levin,
1993, 26-33). The algorithm can, however, be extended &r alkernations.

IFirst we reported in Fujita and Bond (2004a), then revisaaljsurnal, Fujita and Bond (2005).
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We focus on acquiring Japanese verbs, using the valendgippdictionary from
the Japanese-to-English Machine Translation Sy$teral/E as our seed lexicon (See
Section 2.1, 2.2). Using this, we actually create JapanedeEaglish entries at the
same time.

4.2 Alternations

Most verbs have more then one possible argument strucuuiegt. These can be reg-
ularized into pairs of alternations, where two argumenictires link similar semantic
roles into different subcats. Over 80 alternation typeshaeen identified for English
(Levin, 1993). However, in this section we will only be cagesiing those between
transitive and intransitive uses of verbs, where the stlgjethe intransitive verbg)

is the same as the object of the intransitive vedl. (We will call the subject of the
transitive verbA (absolutive).

In order to compare English and Japanese alternations, mpileal a list of 449
Japanese verbs that took transitive/intransitive alterng, based on data from Jacob-
sen (1981), Bullock (1999) and the Japanese/English datoEDICT (Breen, 1995).
Japanese, unlike English, typically morphologicaly maHestransitivity alternation.
A typical pair is given in (16) (See Figure 4.2 for more deiadluding both the sub-
categorization frame and the selectional restrictions).

(16) Vi vt

BT 5 $tokeru & %< AQtoku

$ dissolve s A dissolveQ

To contrast the Japanese with English, we also investighginglish translations
of the Japanesg= O transitive pairs. Many verbs had multiple translation gglgnts,
there were 839 Japanese-English pairs in all. The cladsiiicaf the English types is
given in Table 4.1.

We divide the entries into five classes. The first three arsetlwehere the main
English verb is the same. The most common class (30%) is tbeee the English
verb also allows the& = O transitive alternation. The next most common (20%) is
entries where the Japanese intransitive verb can be ttaddig making the transitive
verb’s translation passives omit O/S be omitted In the third class (6%) the English
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Table 4.1: Classification of English Alternation

Japanese English Translation
(Structure) Type No. (%)

Vi Vt Vi Vt

ECER 555 % Sweaken A weakenO |S=0 138 30.0
(SVi AVtO)

R b 59 | Sbe omitted A omitO passive | 91 19.8
(Sbe Vt-ed AVtO)

DI < arrg | Scry A makeO cry | synthetici 30 6.5
SVi/be Adj A VcO Vi/Adj

T<%4b 1TL7 Spass away A loseO — 197 42.8
(SVi AVtO)

Lehd L=x69 | Splay A playwith O | — 4 0.9
(Swvi AVt prepO)

Vc is control verb such amake,get,let,become
Many entries also include information about non-core arguots/adjuncts.

is made transitive synthetically: a control verb (normaiigke takes an intransitive
verb or adjective as complemers:.cry/A makeO cry. The last two are those where
either different translations are needed (44%), or the damggish verb is used but the
valency change is not one of those described ab&yaay/A play with O. We show
the details of this classification results in Appendix B.

From the point of view of constructing lexical entries, ietEnglish main verb stays
the same, then we can automatically construct a usabledbnigéinslation equivalent
along with the Japanese alternation. This should be pesstB% of the time. There
are two caveats. The first is that the translation may not bdést one, most verbs
can have multiple translations, and we are only creating die second is that this
upper limitis almost certainly too low. For many of the aftations, although our table
contained different verbs, translations using identicedsocould also be constructed.
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4.3 Comparing Selectional Restrictions of\, 0 and s

In alternations, a given semantic role can appear in twedifft syntactic positions:
for example, thedISSOLVED role is the subject of intransitivéissolveand the object
of the transitive. Baldwin et al. (1999) hypothesized treéstional restrictions (SRs)
stay constant in the different syntactic positions. Do891), who generates both
alternations from a single underlying representation aésems to make this assump-
tion. Kilgarriff (1993), on the other hand, specifically neskthe subject+sentient,
+volition), while the object iS+changes-state, +causally affected). In this
section we attempt an empiric approach and measure theetliffes by examining the
semantic classes used as SRApD andS of verbs in theS = O alternation.

Our source of data for the selectional restrictionSLs-J/E 's valency (pattern) dic-
tionary (Section 2.2). It consists of linked pairs of Jagsnand English verbs. Both
verbs have information about the argument structure ($ub€she verb. In addition
to the core arguments, adjunct cases are added to manyngatterhelp in disam-
biguation (for more details, see Section 2.2). This is commdarge NLP lexicons,
such as COMLEX (Grishman et al., 1998), but rarely consididng linguists?> The
Japanese side has selectional restrictions (SR) on thenargs. The arguments are
linked between the two languages using case-roles.

Each English entry is separated into 8keleton which gives the argument struc-
ture, and thdlesh which adds the predicate and any fixed arguments (such psgire
tions, particles, and nouns in multiword expressions kilci the buckefYokoo et al.,
1994)). There are 616 differeskeletors, with the most common ted(Vt O, S be
Adj, ...) covering 72% of the entries. We show simplified exammEentries in
Figures 4.2 and 4.3 The flesh is shown underlined.

Bond et al. (2002) have previously identified alternatioirgphetween entries in
the dictionary. Of those links, there were 449 pairs whereO. The SRs take the
form of a list of semantic classes, stringstxowhich matches anything. The semantic
classes are from th&oi-Taikei ontology of 2,710 categories (lkehara et al., 1997). It
is an unbalanced hierarchy with a maximum depth of 12 (Lel¢l T'he top node
(Depth 1, Level 0) ig1:noun). Depth 12 (Level 11) include& 960: cultivation),

2For example, the COMLEX 3.0 entry feurprisednotes that it coocurs withboutandat.
3Actually, each entry has the same information with Figur@sa®id 3.4.
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(1993:appearance) and so on. The lower the level, the more specialized the mgani
and thus the more restrictive the SR. Becassaatches anything, even non-nouns,
it's the loosest restriction. Strings, which only match@pe words, are the strictest
restrictions.

Figure 4.1 shows the distribution of the depth of the sensamestrictions for the
A, O andS arguments.

—e— A (agentitive 58.9%)
\ —=— O (agentitive 11.4%)
4- S (agentitive 22.4%)

NN
\ N
0% A L ST e+ 9. \_.«4;

* 1 2 3 4 5 6 7 8 9 10 11Word
Depth of SemanticClasses

Percentage of Semantic
Clas
—_ N
o o
= =
T
n
%

Figure 4.1: The Level of Semantic Classes

The absolute argumenta) have the loosest restrictions. The most common depth
is level 2, which includeg3:agent) and(2:concrete). The subject$) and object
(O) arguments show similar distributions, althou@lends to be slightly more restriv-
tive.

This difference betweeA and the other two arguments was expected. SRs are
used to distinguish sensédn an intransitive verb, with only one argument, its SRs
must have all the discrimination, and so should be relatigelep. In the transitive
verb, when the object has deep semantic restrictions, thjecus not so important as
a discriminator.

4In the Goi-Taikei, Not just to disambiguate the Japanese sense, but also tsehie English
translation.
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In theGoi-Taikei hierarchy, semantic classes subsume(Bbygent) are(+senti-
ent, +volition). A was very agentitive, with 58.9% of the SRs being subsumed by
(3:agent). Sis slightly agentitive (22.4%) and is the least agentitive.

In summary, the distribution of SRs is similar for the sammaetic roles, even in
the different grammatical positions 8fandO. They are not, however, identical. In
particular,Sis more agentitive tha0.

4.4 Method of Creating Valency Entries

In this section we describe how we create new entries. Owwuress are (1) a seed
lexicon of high quality hand-made entries; and (2) a list efbal alternations. Our
strategy is to look for verbs which participate in an altéiorg but for which an entry
exists for only one alternative. We then build the otheratige by a process of analogy
with the known entries which participate in this alternatio

4.4.1 Target

In this experiment, we only look at one family of alternasotheS = O alternation.
The candidate words are thus intransitive verbs with nsttave alternate, or transitive
entries with no intransitive alternate. Alternations dddee between entries, but the
alternation list is of words. Many of the candidate wordoéih that have a entry for
only one alternate) have several entries. Only some aragdeias seeds. We don’t use
entries which are intransitive lemmas but have an accesitigument or which have
both topic and nominative, such as (17).

(17) N21x(4:people) i N3:("H") » #kir3
N1 ha N3:"chikara” ga nukeru
N1 TOPN3:power NOM lose

“N1 lose N1's energy”

There are 129 entries (25 lemmas) which have only intrasesgntries, and 84
entries (40 lemmas) which have only transitive entries. Véate intransitive entries
using the existing transitive entries, and transitiveiestusing the existing intransitive
entries.
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PID : 302116

S ~N21:(533:0bjects) A ga
- N3:(633:0bjects) (2 ni
= Vi %15 tokeru“dissolve”

PID : 508661
A~ Nl1:(4:people, 760:artifact) % ga
O FN2(533:0bjects) # 0

- N3:(706:inanimate) (2 ni

= Vi %< toku“dissolve”

~ N1 SUBJECT
F Vi dissolve
L PPin N3

~ N1 SUBJECT

-Vt dissolve

~ N2 DIRECT OBJECT
- PPin N3

Figure 4.2: Existing Entries (which undergo tBe= O alternation): % < toku “dis-

solve” < ¥%lr % tokeru“dissolve”

PID : 202204

S rN21:(3:agent, 535:animal) H’ga S
F N3:(x) (z ni
- Vi #< odoroku“be surprised”

New Entry’s PID : 760038

A N1 (x) % ga A
O FN2(3:agent, 535:animal) ¥ O
=Vt &% 9 odorokasu‘surprise” @)

~ N1 SUBJECT
~ Cop beAdj surprised
- PPat/byN3

~ N1 SUBJECT

- Vc make

~ N2 DIRECT OBJECT
~ Adj surprised

Figure 4.3: Seedi < odoroku“be surprised=- New entry# >3- odorokasu‘sur-

prise”
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4.4.2 Creating the Japanese subcat and SRs

In creating the intransitive entries from the transitivéries, we map th@’s SRs onto
theS's SRs, and change the case marker from accusitive to naren&ve delete the
A argument, and transfer any other arguments as they are.

To create the transitive entries, we map the intransgigseSRs onto the nevd’s
SRs, and give it an accusitive case-marker. Then we add #icawsgument as ab-
solutive subject/) with a default SR of(3:agent) and a nominative case-marker
((3:agent) is the most frequent SR for transitive verbs undergoingdhernation).

If the intransitive entry has a demoted subject argumene(e/kthe Japanese case-
marker isni and the English prepositionis)), We promote it to subject and use its SR
instead of the default. We show this entry in Figure 4.3. Tleeuse the same other
case-frames as in the transitive entries.

4.4.3 Creating English Side

There are basically four choices for the English side: Ferttanslation of a Japanese
transitive, the English can be transitive (Vt), or an adyetintransitive verb embedded
in a control verb (Vc = synthetic)A makeO cry. The intransitive side can be an
intransitive verb (or adjective) (Vi), or a passive traivat\VVp = passive).

To creat an intransitive entry from a transitive, we seeafdhiginal translation was
of type Vc or Vt. If it was Vc, then the complement of the cohtverb becomes the
head of the new ents.

If the transitive entry was Vt, then, if the English verb urglees thes = O alternation,
create an entry headed by an intransitive verb, otherwissiyae the verb. These
operations are summarized in Figure 4.4. To judge whethefragiish verb could
undergo thes = O alternation, we used the over-simple test that both triaesand
intransitive entries appeared in our seed lexicon. Thieusnsed to make the transitive
entries.

In the implementation, this process was made complicateatidpresence of var-
lous extra arguments. Many adjuncts such as source or gead,included in the seed
lexicon to aid in selecting translations. In addition, mdaypanese verbs were trans-

SWe made a special rule for the English Nave In this case the intransitive alternation will be
There is for example, T %i¥<9 . A haveoon X=- T .32, There beson X
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Creating Intransitive entries:
e if the original subcat has a control vennéke,have,get,cause
— A Vc O Vi/Adj = SVi/be Adj
e else (original head is Vt)

— if the transitive head undergoes tBe O alternation
x AVtO = SVi
— else

* AVt O = Sbe Vt-ed

Creating Transitive Entries :
If the original subcat is:

e SVi

— if the intransitive head undergoes the O alternation
SVi=AVtO

— else= AVcOVi
e Sbhe Adj= A Vc O Adj
e She Vt-ed= AVt O

e SVt=AVtO

In this case, we usmakeas a control verb, Vc

Figure 4.4: Method of Creating the English Side
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lated as verb-particle constructions or other multiwonoressions. In cases were there
was more than one candidatkeletonthat could be used in the new entries, the most
frequently used one in the known alternation examples weg.usthere was a choice
betwen unseeskeletors, the most frquent overall was chosen. Finally, ic&aleton
could not be found automatically, a default entry was useth the expectation that

it would need to be hand corrected. The defaults weié: or S be Vt-ed/Adffor the
intransitive side)A Vt O (for the transitive side).

4.4.4 Evaluation

A total of 213 new entries were created for 65 verbs using tleéhod outlined in
Section 4.4. The quality was evaluated by expert lexicduygepfamiliar with the seed
lexicon. The evaluation was divided into two steps: (1) aslen as to whether or not
the Japanese subcat and SRs gave a possible entry or nair {B¢ fpossible entries,
how much hand correction was needed to make a correct entry.

4.4.5 Evaluation: Entry Possible/Impossible

The results of the judgement as to whether the Japanesd sndcaRs gave a possible
entry or not are given in Table 4.2. A majority, (65%) were gibke. Looking at the
results per verb (recalling that one verb can have multiptees), there was at least
one possible entry for every verb. 69% of the verbs had at twaes entry that was
usable as is.

Table 4.2: Is the Japanese Expression possible?

Possible | Impossible|| Total
Created|| No. % | No. % || Entries (Verbs)
Vi 45 53.6| 39 46.4 84 (25)
Vt 93 72.1| 36 27.9| 129 (40)
Total 138 64.8/ 75 35.2|| 213 (65)

An example of an impossible entry is (18). The expressioh i i 4 torawareru
“be caught” is possible, but not with the semantic reswicti

78



(2:concrete, 2306:material-phenomenon) on the subject and the adjunct case
shown. Another entry created feorawareru (19) was judged to be possible. We
discuss in more detail in Section 4.5.1.

(18) * N1:(2:concrete, 2306:material-phenomenon) 7% #fi&biLd
N1 ga torawareru
N1 NOM be picked up

“N1 be caught”

(19) N1(4:people, 535:animal, 760:artifact) #% #Hisbirs
N1 ga torawareru
N1 NOM be caught

“N1 be caught”

4.4.6 Evaluation: Fine Tuning

For entries where the basic Japanese structure was closetpdorrect, the lexicog-
raphers hand-corrected them to be good entries. In the wexsections we look at
how much correction was needed, for first the Japanese, andtie English halves.
All results are given looking only at those entries judgegbassible: 45 intransitive
and 138 transitive entries.

4.4.7 Japanese Side

The Japanese results are summarized in Table 4.3 (noteggla simtry may have more
than one part corrected). 82% of the entries needed no tiomedn particular, the
Vi entries were good 93% of the time. The most common changetaéweak the
semantic restrictions.

The changes in SRs of the transitive verbs are shown in Taldle Most of the
time the change was in the argument (which was given the restrictiod: agent)
by default). The majority of the corrections were making A® SR more restrictive:
changing the semantic class to its descendant. The camsctid theO’s SR were
various. They were mainly made to reflect the fact that nouséls of a verb can
alternate, th@®’s SR is not always the same as #ig, as was showed in Section 4.3.
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Table 4.3: Japanese Evaluation (Fine Tuning)

Part Corrected Vi Created| Vt Created| Total
No. % | No. % || No. %
SRs 2 44| 19 204 21 15.2
Case-role and Case-marker 2 4.4 1 11 3 22
Case-marker (only) 0 0 2 22 2 14
Japanese O.K. 42 93.3| 71 76.3| 113 81.9
45 entries | 93 entries || 138 entries

Table 4.4: Analysis of Corrected SR

How to Correct SR

Case-role (No.)

A O S Xl

Add 2 4 0 O
Delete 0O 1 0 O
Subsumed or Lower Level SR 9 01 O
Lower Level SR (notsubsumed) 2 1 0 O
Same Level SR 0O 1.0 O
Higher Level SR 0O 0 0 1
Total 13 7 1 1

Table 4.5: English Evaluation (Fine Tuning)

Part Corrected Vi Created| Vvt Created| Total

No. % | No. % || No. %
English Verb 14 31.1] 34 36.6| 48 34.8
Subcat 14 31.1) 34 36.6| 48 34.8
Other element 16 35.6| 42 45.2| 58 42.0
English O.K. 29 64.4) 49 527\ 78 56.5
Both Japanese and EnglishO.K.29 64.4| 48 51.6| 77 55.8

45 entries | 93 entries || 138 entries
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4.4.8 English Side

As we predicted in Section 4.2, good English translatiornth whie same main verb
could only be made around 56% of the time. Although many estniad to be cor-
rected, the lexicographers found it to be faster than argatie new entries from
scratch.

The results are given in Table 4.5 (note: a single entry mag Inaore than one
part corrected). We managed to make almost exactly as manyjaglish entries as
we predicted. In general the intransitive entries are b#tan the transitive ones. This
is because we was adding information to make the transjtaresdeleting it to make
the intransitives.

4.5 Discussion

The above results show that alternations can be used t@crelaimonolingual entries,
and to some extent bilingual entries. In this section welwdissome of the reasons for
errors, and suggest ways to improve the method.

4.5.1 Rejecting Impossible Candidates

To make the construction fully automatic, a test for whethdapanese entry is possible
or not is required.

One possibility would be to add a corpus based filter: if ngiestcan be found
that fit the entry, then it should be rejected. The problenhhis approach is that
many of the entries we created were for infrequent verbs.albeage frequency in 16
years of Japanese newspaper text was only 173, and 22 vedysappeared, although
all were familiar to native speakers.

Another, more hopeful, possibility is to learn a classifiaséd on features in the
entries themselves. The agentitivity of the SR of the crkatgansitive entries (the
most problematic group, see Table 4.2), seems a good cyes @b of the SRs of the
impossible entries were subsumed(Byagent), compared to 14.9% of the possible
entries. A classifier could also be trained on the knownmédtigon pairs, although they
provide only positive evidence.
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4.5.2 Improving the English Translations

The numbers of the different types of translations are caatptor the reference data
(Section 4.2), the entries created by our method (Sectireshd the entries corrected
by expert lexicographers (Section 4.4.6) in Table 4.6. Tis¢three rows show entries
with the same English main verb.

Table 4.6: A Comparison of Reference Data with Created Adteons

Vi Vt

English Structure Reference Created CorrectedCreated Corrected
Vi Vt No. (%) No. (%) No. (%) No. (%) No. (%)
SVi AVtO 138 30.0 16 35.6 5 12.8 31 33.3 17 227
Sbe Vt-ed AVtO 91 19.8 27 60.0 34 87.2 8 86 8 10.7
SVi/be Adj AVcO Vi/Adj| 30 6.5 O 0O O 0 44 47.3 32 427
Different Head 10 10.8 2 44 O 0 10 10.8 18 24.0
Total 259 56q 45 100 39 100 93 100 75 100

We focus on three discrepancies:

1. Intheclass$ Vi< AVtO", There are fewer "Corrected” entries than "Created”
for bothvi andvt.

2. In the class $ Vi/be Adj< A Vc O VI/AdJ", there are no entries fari but many
for vt.

3. The total No. of “Corrected” is less than “Created”. Fore2dries (17.4 %) the
lexicographers chose a different English translation.

The first discrepancy is caused by our implementation owenatng the number
of English verbs that undergo tiss= O alternation. We used the very simple approx-
imation that any English verb that had both transitive artchivsitive entries in our
lexicon could undergo the alternation. This overestimfiiesvo reasons (i) the verbs
may have different meanings, and thus not be alternatioad; (i) the verbs may
undergo other alternations, suchAas S. Looking at the corrected data, i, 7 en-
tries are corrected taS’be Vt-ed from S Vi. In Vt, 3 entries are corrected t&\™vVc
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O Vi/Adj’ and 6 to different English verbs and the other 6 are corcetiigntransitive
verbs in different constructions, such as (20) (createch f#®<> < S:(555:face)-ga
[X:(1000:abstract)-de] kagayaku S shine withX").

(20) N1(3:agent) s’ N2:(555:face) # N12:(1000:abstract) (2/T HEh 7
N1 ga N2 o Ni12 ni/de kagayakasu
N1 NOM N2 ACC N12 by shine

“N1's N2 shine with N12”

The second discrepency is in the frequency of the contrdd genstruction. In
Vi, no original transitive entry used control verbs. In gehavaen the lexicographers
create an entry, they prefer a simple entry to a synthetic boeking at the linguists’
reference data, about 6.5% of the examples used contrad . vierthe constructed data,
47.3 % (44 entries) use the control vertake more than any other category. Of those
44 entries, 17 entries are corrected by the lexicograpBesstries are corrected to in-
transitive verbs; 5 entries are corrected to different EShghead and 2 were corrected
to different control verbslét or have, the remain 2 were corrected AoVt O. For ex-
ample, when the original intransitive entryNd. be exhauste@xhausteds defined as
adjective in the existing dictionary. So we create a newyedir make N2 exhaustggl
However, becausexhausis a transitive verb, it was correctedMd exhaust N2The
algorithm needs to optionally convert adjectives to venlasaises where there is overlap
between the adjective and past particle.

Finally, we consider those Japanese alternations whergahsgitive and intransi-
tive alternatives need translations with diiferent Ernghsain verbs. A good example
of this isVi =< 7 % nakunaru“S pass away” and't 1= < 3 nakusu“A lose0”.°
These are impossible to generate using our method. Everrgligiible English syn-
tactic data, it would be hard to rule opass awayas a possible transitive verb lmse
as an intransitive. They can only be ruled out by using datdrg the subcat with
the meaning, and this would need to be linked to the Japarsgbs’ymeanings. This
may become possible with larger linked multi-lingual dactaries, such as those under
construction in the Papillon projegtut is not now within our reach.

In summary, we could improve the construction of the Englighslations by using
richer English information, especially about alternasion

My friend passed away | lost my friend
"http://www.papillon-dictionary.org/
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4.6 Future Work

This research can be extended in four ways. The first is to warlautomatically
rejecting impossible Japanese entries. The second is tichee English information
about alternations to improve the quality of the Englishriest Both of these will will
improve the quality of the created entries.

The third is to apply the method to other alternations, usittwer linguists’ data or
automatically acquired alternations (Oishi and Matsumd897; Bond et al., 2002).
The last is to carry out a task based evaluation, using thended dictionary in a
machine translation system.

In addition, new entries are being added to the seed lexiomm & variety of
sources. When these new entries are one half of a known aitenn we apply this
method to create the other half. Even with just this one @étigon, we have already
added a hundred new entries in this manner (although notea# worrect).

We hope that our extended lexicon will be useful not only fawPNapplications,
but for research into the nature of alternations themselves

4.7 Conclusion

We presented a method that uses alternation data to add rigesein an existing
lexicon. The new entries have detailed information abogtigent structure and se-
lectional restrictions. If the existing lexicon has onlyedmalf of the alternation, then
our method constructs new Japanese entries with 69% of the kiaving one or more
correct entries. We also showed that it is possible to semelbusly add entries to a
second language with a reduced accuracy of 56% if your @gsiéxicon has such
information. In this section we focused on one class of a¢tgons, but it is applicable
to any alternation.

84



Chapter 5

Exploiting Semantic Information for
HPSG Parse Selection

In this chapter, we investigate the use of semantic infalnah parse selection.We
present that sense-based semantic features combinedntatflogical information are
effective for parse selection. Training and testing on thiendtion and example subset
of theHinoki corpus (See Section 2.4), a combined model give a improveimparse
selection accuracy over a model using only syntactic featur

5.1 Introduction

Recently, significant improvements have been made in cantpgymbolic and statis-
tical approaches to various natural language processsig.tén parsing, for example,
symbolic grammars are combined with stochastic modelsé®epal., 2004; Malouf
and van Noord, 2004). Much of the gain in statistical parsismg lexicalized mod-

els comes from the use of a small set of function words (Kleid Kanning, 2003).
Features based on general relations provide little impn@re, presumably because
the data is too sparse: in the Penn treebank standardly aisesdt and test statistical
parsersstocksand skyrocketnever appear together. However, the superordinate con-
ceptscapital (O stock$ andmove upward D sky rocke) frequently appear together,
which suggests that using word senses and their hypernyfeatases may be useful

IWe reported about this experiment in Fuijita et al. (2007).
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However, to date, there have been few combinations of sefs@nation together
with symbolic grammars and statistical models. We hypaotiedbat one of the reasons
for the lack of success is that there has been no resourcéadedavith both syntactic
and semantic information. In this chapter, we uséireoki corpus (See Section 2.4) ,
with both syntactic information (HPSG parses) and semantixmation (sense tags
from alLexeedlexicon (See Section 2.3)). We use this to train parse sefeotodels
using both syntactic and semantic features. A model trairsgay syntactic features
combined with semantic information outperforms a modehggurely syntactic in-
formation by a wide margin (69.4% sentence parse accurady3/8% on definition
sentences).

5.2 Parse Selection

Combining the broad-coveragaCY grammar and thEinoki corpus, we build a parse
selection model on top of the symbolic grammar. Given a seoflidate analyses
(for some Japanese string) accordingAQY , the goal is to rank parse trees by their
probability: training a stochastic parse selection modett® available treebank, we
estimate statistics of various features of candidate aealyrom the treebank. The
definition and selection of features, thus, is a centralpatar in the design of an
effective parse selection model.

5.2.1 Syntactic Features

The first model that we trained uses syntactic features debmer HPSG derivation
trees as summarized in Table 5.1. For the closely relateplogarof parse selection
over the English Redwoods treebank, Toutanova et al. (2085) a discriminative
log-linear model, using features defined oderivation treeswvith non-terminals rep-
resenting theconstruction typesndlexical typesof the HPSG grammar. The basic
feature set of our parse selection model for Japanese isdafirthe same way (cor-
responding to th@ CFG-S model of Toutanova et al. (2005)): each feature capturing a
sub-tree from the derivation limited to depth one. Tabledh@ws example features
extracted from our running example (Figure 2.10 in Sectign & our MaxEnt mod-
els. In Table 5.1, the feature template #1 corresponds &b tlerivation sub-trees. We
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Table 5.1: Example structural featuré¥ -1 andSYN-GP) extracted from the deriva-
tion tree in Figure 2.10

sample features

(0 rel-cl-sbhj-gap hd-complement nourj-le

(1 frag-np rel-cl-sbj-gap hd-complement noui-le
(2 A frag-np rel-cl-sbj-gap hd-complement noun-|e
(0 rel-cl-sbj-gap hd-complemeént
(0 rel-cl-shj-gap noun-le

(1 frag-np rel-cl-sbj-gap hd-complement
(1 frag-np rel-cl-sbj-gap noun-je
(1 conj-le ya

(2 noun-le conj-le ya

(3F noun-le conj-le ya

(1 conj-le

(2 noun-le conj-le

(3F noun-le conj-l¢

DDA DWW WNDNDNNDNDNIEREPRPPRPR|H®

The first column numbers the feature template corresporidiagch example; in the examples, the first
integer value is a parameter to feature templates, i.e.@péhdf grandparenting (types #1 and#2) or
n-gram size (types #3 and #4). The special symbadsd- denote the root of the tree and left periphery
of the yield, respectively.

will refer to the parse selection model using only local stnwal features aSYN-1.

Dominance Features

To reduce the effects of data sparseness, feature type #bla 3.1 provides a back-
off to derivation sub-trees, where the sequence of dauglgeeduced to just the head
daughter. Conversely, to facilitate sampling of largerteats than just sub-trees of
depth one, feature template #1 allows optional grandpiagerincluding the upwards
chain of dominating nodes in some features. In our experispare found that grand-
parenting of up to three dominating nodes gave the besttalarenlarged contexs.
data sparseness. Enriching our basic m&d@l-1 with these features we will hence-
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forth call SYN-GP.

N-Gram Features

In addition to these dominance-oriented features taken the derivation trees of each
parse tree, our models also include more surface-orieatgdries, vizn-grams of lexi-

cal types with or without lexicalization. Feature type #3able 5.1 defines-grams of
variable size, where (in a loose analogy to part-of-speggdihg) sequences of lexical
types capture syntactic category assignments. Featumats #3 and #4 only differ
with regard to lexicalization, as the former includes thdaste token associated with
the rightmost element of eachgram (loosely corresponding to the emission probabil-
ities in an HMM tagger). We used a maximumwgram size of two in the experiments
reported here, again due to its empirically determined tvestall performance.

5.2.2 Semantic Features

In order to define semantic parse selection features, we restuation of the full se-
mantic representation (MRS) into ‘variable-fredementary dependencieghe con-
version centrally rests on a notion of odestinguishedvariable in each semantic re-
lation. For most types of relations, the distinguishedalale corresponds to the main
index (ARGO in the examples above), e.g. an event variable for verbatiosls and a
referential index for nominals. Assuming further that, logdarge, there is a unique
relation for each semantic variable for which it serves asiain index (thus assum-
ing, for example, that adjectives and adverbs have everablas of their own, which
can be motivated in predicative usages at least), an MRS edmdiken down into a
set of basic dependency tuples of the form shown in FiguréQepen and Lanning,
2006).

All predicates are indexed to the position of the word or vgotigiat introduced
them in the input sentencegtart:end>). This allows us to link them to the sense
annotations in the corpus.

Basic Semantic Dependencies

The basic semantic modedEM-Dep, consists of features based on a predicate and
its arguments taken from the elementary dependencies. Xeonme, consider the
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Table 5.2: Example semantic featur8&NI-Dep) extracted from the dependency tree
in Figure 2.9.

# sample features

20 | (0 _untens ARG1_hito_.n_1 ARG2 _ya p_conj)

20 | (0 _yap_conj LIDX _denshan_1 RIDX _jidoushan_1)
21 | (1 _untens ARG1_hito_n_1)

21 | (1 _untens ARG2_jidoushan_1)

21 | (1 _yap_conjLIDX _denshan_1)

21 | (1 _yap_conjRIDX jidoushan_1)

22 | (2 _untens _hito_n_1 _jidoushan_1)

23 | (3_untens_hito_n_1)

23 | (3_untens jidoushan_1)

dependencies fatensha ya jidousha-wo unten suru hitoperson who drives a train
or car” given in Figure 2.9. The predicataten“drive” has two argumentsARG1 hito
“person” andAaRG2 jidousha‘“car”.

From these, we produce several features (See Table 5.2h&@3ral arguments and
their labels (#20). We also produce various back offs: #2Zbduces only one argu-
ment at a time, #22 provides unlabeled relations, #23 pesvahe unlabeled relation
at a time and so on.

Each combination of a predicate and its related argumebhgspmes a feature.
These resemble the basic semantic features used by Toataehal; (2005). We fur-
ther simplify these by collapsing some non-informativedicates, e.g. thanknown
predicate used in fragments.

Word Sense and Semantic Class Dependencies

We created two sets of features based only on the word s&reeSEM-WS we used
the sense annotation to replace each underspecified MRB8geely a predicate indi-
cating the word sense. This used the gold standard sensé-tag&EM-Class, we used
the sense annotation to replace each predicate ®BpitTaikei semantic class.
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Table 5.3: Example semantic class featutga\(-Class).

# sample features

40 | (0 _untens ARG1 C4 ARG2 C988
40 | (1 C2003 ARG1 C4 ARG2 C988

40 | (1 C2003 ARG1 C4 ARG2 C988

40 | (0 _yap-conj LIDX C988 RIDX C988
41 | (2 _untens ARG1 C4

41 | (2 _untens ARG2 C988

In addition, to capture more useful relationships, conjiams were followed down
into the left and right daughters, and added as separataésatThe semantic classes
for & #idenshd‘train” and B &8 jidousha“car” are both(988:1and vehicle),
while j&iiz, unten“drive” is (2003:motion) and A4 hito “person”is(4:human). The
sample features FEM-Class are shown in Table 5.3.

These features provide more specific information, in the adghe word sense,
and semantic smoothing in the case of the semantic classesrds are binned into
only 2,700 classes.

Superordinate Semantic Classes

We further smooth these features by replacing the semdasses with their hyper-
nyms at a given leveBEM-L). We investigated levels 2 to 5. Predicates are binned into
only 9 classes at level 2, 30 classes at level 3, 136 clastagehtl, and 392 classes at
level 5.

For example, at level 3, the hypernym class {888:1and vehicle) is (706:
inanimate), (2003:motion) iS (1236:human activity) and(4:human) is unchang-
ed. So we use(706:inanimate) and(1236:human activity) to make features in
the same way as Table 5.3.

An advantage of these underspecified semantic classestithédyaare more ro-
bust to errors in word sense disambiguation — fine grainedesdistinctions can be
ignored.
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Valency Dictionary Compatability

The last kind of semantic information we use is valency infation, taken from the
Japanese side of th&oi-Taikei Japanese-English valency dictionary as extended by
Chapter 3. This valency dictionary has detailed infornratibout the argument prop-
erties of verbs and adjectives, including subcategoomaind selectional restrictions
(For more details, see Section 2.2). A simplified entry oflapanese side fgE#x 3

%4 unten-surddrive” is shown in Figure 5.1.

Each entry has a predicate and several case-slots. Eackloakas information
such as grammatical function, case-marker, case-roleNI41, ..) and semantic re-
strictions. The semantic restrictions are defined byGbieTaikei’'s semantic classes.

On the Japanese side @bi-Taikei’s valency dictionary, there are 10,146 types of
verbs giving 18,512 entries and 1,723 types of adjectivasgi2,618 entries.

PID : 300513 fID is the verb’s Pattern ID.)
~ N1 (4:people) »ga

N2 (986:vehicles) % O

- 5&#59 % unten-surd‘drive”

Figure 5.1:;3&#x% 9" %2 unten-surd’N1 drive N2”.

The valency based features were constructed by first findi@grtost appropriate
pattern, and then recording how well it matched.

To find the most appropriate pattern, we extracted candidiatéonary entries
whose lemma is the same as the predicate in the sentencexafopie we look up all
entries for&é; 4~ % unten-surd‘drive”. Then, for each candidate pattern, we mapped
its arguments to the target predicate’s arguments via waskers. If the target pred-
icate has no suitable argument, we mapped to comitativesphr&inally, for each
candidate patterns, we calculate a matching Scamd select the pattern which has the
best score.

Once we have the most appropriate pattern, we then con$tatares that record
how good the match is (Table 5.4). These include: the totakesavith or without the
verb’s Pattern ID (High/Med/Low/Zero: #31 0,1), the numbégfilled arguments (#31

2The scoring method follows Bond and Shirai (1997), and ddpem the goodness of the matches
of the arguments.
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Table 5.4: Example semantic featur68)

# sample features

31 | (0 High)

31 | (1300513 High
31 2)

31 | (3 R:High

32 | (1 _untens High)
32 | (4 _untens R:High
33 | (5 N1 C High

{

{

(2

{

31 | (4300513 R:High
{

{

{

33| (70

2), the fraction of filled arguments vs all arguments (HigbtWLow/Zero: #31 3,4),
the score for each argument of the pattern (#32 5) and the tyfpmatches (#32 5,7).

These scores allow us to take advantage of information abord usage in an
exisiting dictionary.

5.3 Evaluation and Results

We trained and tested on a subset of the dictionary defirsthnohexample sentences in
theHinoki corpus. This consists of those sentences with ambiguossgaihich have
been annotated so that the number of parses has been re@ab&xl.5). That is, we
excluded unambiguous sentences (with a single parse)hasd where the annotators
judged that no parse gave the correct semantics. This ddesoessarily mean that
there is a single correct parse, we allow the annotator tmdlzat two or more parses
are equally appropriate.

Dictionary definition sentences are a different genre t@ottommonly used test
sets (e.g. newspaper text in the Penn Treebank or travelgtiet in Redwoods).
However, they are valid examples of naturally occurringdeand a native speaker
can read and understand them without special training. Thi@ wifferences with
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Table 5.5: Data of Sets for Evaluation

Corpus # Sents Length Parses/Sent
(Ave) (Ave)

Definitions Train| 30,345 9.3 190.1
Test 2,790 10.1 177.0

Examples Train 27,081 10.9 74.1
Test 2,587 10.4 47.3

newspaper text is that the definition sentences are sheodatain more fragments
(especially NPs as single utterances) and fewer quotingpeosper names. The main
differences with travel dialogues is the lack of questions.

5.3.1 A Maximum Entropy Ranker

Log-linear models provide a very flexible framework that baen widely used for a
range of tasks in NLP, including parse selection and rerantar machine translation.
We use anaximum entropy / minimum diverger(6#EMD) modeler to train the parse
selection model. Specifically, we use the open-sodi@akit for Advanced Dis-
criminative Modeling (TADM:3 Malouf, 2002) for training, using itémited-memory
variable metricas the optimization method and determining best-perfagraonver-
gence thresholds and prior sizes experimentally. A coraparof this learner with
the use of support vector machines over similar data fouatittie SVMs gave com-
parable results but were far slower (Baldridge and Osbp2®87). Because we are
investigating the effects of various different features,ehose the faster learner.

5.3.2 Results

The results for most of the models discussed in the previeagos are shown in
Table 5.6. The accuracy is exact match for the entire seateanenodel gets a point
only if its top ranked analysis is the same as an analysisteel@s correct iRinoki.

This is a stricter metric than component based measuresléhglled precision) which

Shttp://tadm.sourceforge.net
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Table 5.6: Parse Selection Results

same semantics.

Method Definitions Examples
Accuracy Features Accuracy Features
(%) (x1000) (%) (x1000)
SYN-1 52.8 7 67.6 8
SYN-GP 62.7 266 76.0 196
SYN-ALL 63.8 316 76.2 245
SYN baseline 16.4 random 22.3 random
SEM-Dep 57.3 1,189 58.7 675
+SEM-WS 56.2 1,904 59.0 1,486
+SEM-Class 57.5 2,018 59.7 1,669
+SEM-L2 60.3 808 62.9 823
+SEM-L3 59.8 876 62.8 879
+SEM-L4 59.9 1,000 62.3 973
+SEM-L5 60.4 1,240 61.3 1,202
+SP 59.1 1,218 68.2 819
+SEM-ALL 62.7 3,384 69.1 2,693
SYN-SEM 69.5 2,476 79.2 2,126
SEM baseline 20.3 random 22.8 random
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award partial credit for incorrect parses. For the syntantidels, the baseline (random
choice) is 16.4% for the definitions and 22.3% for the exaspl@efinition sentences
are harder to parse than the example sentences. This isynieichuse they have
more relative clauses and coordinate NPs, both large sowfcambiguity. For the

semantic and combined models, multiple sentences can lideeedt parses but the

In this case all sentences with the coeswrgics are scored as
good. This raises the baselines to 20.3 and 22.8% resplgctive

Even the simplest modelSYN-1 and SEM-Dep) give a large improvement over
the baseline. Adding grandparenting to the syntactic mbdsla large improvement
(SYN-GP), but adding lexical n-grams gave only a slight improvenoaar this GYN-
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Figure 5.2: Learning Curves (Definitions)

The effect of smoothing by superordinate semantic class®d-(lass), shows a
modest improvement. The syntactic model already contadiask-off to lexical-types,
we hypothesize that the semantic classes behave in the sayn&wrprisingly, as we
add more data, the very top level of the semantic class leigygrerforms almost as
well as the more detailed levels. The features using thenggldictionary §P) also
provide a considerable improvement over the basic deperaken

Combining all the semantic featurest(1-ALL) provides a clear improvement, sug-
gesting that the information is heterogeneous. Finalljlming the syntactic and se-
mantic features gives the best results by &fN-SEM: SYN-ALL + SEM-Dep + SEM-
Class + SEM-L2 + SP). The definitions sentences are harder syntactically, lansl get
more of a boost from the semantics. The semantics still ingpzrformance for the
example sentences.

The semantic class based sense features used here aremas®iual annotation,
and thus show an upper bound on the effects of these feailhesis not an absolute
upper bound on the use of sense information — it may be peswbmprove further
through feature engineering. The learning curves (Fig Ba®g not yet flattened out.
We can still improve by increasing the size of the trainintada
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5.4 Discussion

Bikel (2000) combined sense information and parse infoilonatsing a subset of Sem-
Cor (with WordNet senses and Penn-II treebanks) to prodecedined model. This
model did not use semantic dependency relations, but omijasiic dependencies
augmented with heads, which suggests that the deeperusabsemantics provided
by the HPSG parser is important. Xiong et al. (2005) achiewdyg a very minor im-
provement over a plain syntactic model, using featuresdaseboth the correlation
between predicates and their arguments, and between giesliand the hypernyms
of their arguments (using HowNet). However, they do not stigate generalizing
to different levels than a word’s immediate hypernym. RégeAgirre et al. (2008)
shows that semantic classes help to obtain significant ingonent in both parsing and
PP attachment tasks. They tested using English dataset: Treebank, SemCor and
WordNet.

Pioneering work by Toutanova et al. (2005) and Baldridge @stiorne. (2007)
on parse selection for an English HPSG treebank used sisgreantic features with-
out sense information, and got a far less dramatic impronemben they combined
syntactic and semantic information.

The use of hand-crafted lexical resources such a&th&aikei ontology is some-
times criticized on the grounds that such resources are thapdoduce and scarce.
While it is true that valency lexicons and sense hierarchreshard to produce, they
are of such value that they have already been created fofrthkk danguages we know
of which have large treebanks. In fact, there are more lagpegiavith WordNets than
large treebanks.

In future work we intend to confirm that we can get improvedihsswvith raw sense
disambiguation results not just the gold standard anmotatand test the results on
other sections of theinoki corpus. To get the high-quality raw sense disambiguation
results, we propose a word sense disambiguation methodaptéht.

5.5 Conclusions

We have shown that sense-based semantic features comhitheolntological infor-
mation are effective for parse selection. Training andrigsin the definition subset
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of theHinoki corpus, a combined model gave a 5.6% improvement in parsetsel
accuracy over a model using only syntactic features (63-8%9.4%). Similar results
(76.2%— 79.2%) were found with example sentences.
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Chapter 6

Word Sense Disambiguation using
Disambiguated Superordinate
Semantic Classes

In this chapter, we propose a new method for word sense digaation (WSD) using
superordinate semantic classes. We separate WSD into &agesstIn the first stage,
we determine superordinate semantic classes, then in toadstage we determine
fine-grained word senses using the results of the first stagke second stage, by us-
ing superordinate semantic classes, we show an improvementhe best published
method of Japanese dictionary-based lexical-sample taSENSEVAL-2 2. In ad-

dition, we show the effectiveness of superordinate semaftdsses for unseen words
1

6.1 Introduction

In this chapter, we propose a method for word sense disamatiagu\WWSD) using Su-
perordinate Semantic Classes. Many words have multiplenimgs, and they change
depending on the context. WSD has been shown to be usefulanetyof NLP ap-
plications including parse selection (Fujita et al., 2087 machine translation (Chan
etal., 2007).

IWe reported this in Fujita et al. (2008)
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There is much previous research on WSD. In the SENSEVAL-21Jege lexical
task, supervised systems using a large number of shalldwésadid the best (Murata
et al., 2003). More recently, unsupervised approaches asaxtended Lesk have
been shown to do well (Baldwin et al., 2008), although theylsaten by supervised
approaches using both semantic and syntactic featureaKaaat al., 2007).

However, we would like to use the WSD results to improve theueacy of our
parsing, so we cannot use the results of syntactic anatysestrict the senses. So, in
this chapter, we propose a WSD method that does not use sgntdormation.

Now, we consider the reason why supervised WSD is difficulbe @nportant
reason is the difficulty of constructing enough trainingediat large sense inventories.
When there are several tens or hundreds of thousands of ensés, it is very difficult
to get enough training data for all the words. In additioe, tlkmber of classes makes
it hard to train standard machine learning tools.

Because of that, we separate WSD into 2 stages. In the figst,stee guess higher-
level (superordinate) semantic classes, sugbeason, place, thing, evenin the sec-
ond stage, we deduce detailed word senses using the supatersemantic classes as
constraints.

It is easier to disambiguate the superordinate semanssetabecause the number
of higher level classes is much less than the number of worskese therefore we can
get enough accuracy using relatively less training dataditition, many word senses
can already be decided just from the superordinate semelais. This approach is
similar to Kohomban and Lee (2005), who usadrdNet (Fellbaum, 1998) unique
beginners (25 for nouns and 15 for verbs) which effectivelyd@ WordNet senses
into coarser superordinate classes.

In the next section, we describe the resources which we usm,Tn Section 6.3,
we describe the superordinate semantic class disamlogudh Section 6.4, we de-
scribe WSD using the superordinate semantic classes. tio8&c5 and Section 6.6,
we discuss and describe future work, before concluding ati@e6.7.

6.2 Resources

We use theHinoki corpus (See Section 2.4) to train both the superordinat@sien
class models (in Section 6.3) and the full WSD models (inie@.4).
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A

[INDEX 54 % — raita“lighter/writer/raita”
POS noun  Lexical-type noun-lex

FAMILIARITY 6.2 [1-7]

HAL#s . FlCy, 2IF 222 K & sl b7
DEFINITION 726 D HE,,
adevice for lighting things, especially cigarettes.

{Bi3li FGA =1 TRIFZ212 K1 & FlF17 72
He lit the cigarette with his lighter

SENSE 1 EXAMPLE

HYPERNYM  FE; yougu“device”
SEM. CLASS (915:household appliance) (C (706:inanimate))
| WANAMI 53815,0-0-1-0 (L~ R(2/3), LD R(1/3))

Where Sem. Classes come fr@ni-Taikei.; C shows subsumption (not necessarily direct).

A

Figure 6.1: Entry fors 4 ¥ — raita “lighter” from Lexeed

TheHinoki corpus was annotated with both syntactic parses and seniraiotima-
tion (HPSG parses and sense tags ftaxeed (Tanaka et al., 2006), see Section 2.4),
but in this section, we don't use the syntactic informat@swe wish to use the WSD
results in parse selection in future work.

We described resources which we use in Chapter 2. we also al{simplified)
example of an.exeedentry in Figure 6.1.

All words in the 28,000 word fundamental vocabularyHifoki are tagged with
word senses dfexeed which are in turn linked to th€oi-Taikei semantic classes. Any
words outside of this vocabulary are untagged. For exantipéeword7: 3 = tabako
“cigarette” (of example sentence in Figure 6.1) is taggedasse 2 in the example
sentence, with the meaning “cigarette” not “tobacco plamtd this has the semantic
class(862:cigarette). Each word was sense annotated by five annotators. We use
the majority choice as correct sense in case of disagresr(itariaka et al., 2006).

Table 6.1 shows the number of word senses per semantic dlhas.s, it shows
the effect of constraining words senses using the higheasgmclasses. For ex-
ample, of all the polysemic senses (48,180), 56.7% wordesewdl be completely
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Table 6.1: Number of word senses per semantic class (at eael) |

# WS | ALL Semantic
per Classes Lvi5(392) | Lvl4(136) | Lvl3(30) Lvl 2 (9)
class # % # % # % # % # %
32,167 66.8 27,316 56.7 20,775 43.1 16,944 35.2 10,582 22.0
11,606 24.1 14,078 29.2 15,852 32.917,106 35.518,236 37.8
2,769 5.7 3,897 8.1 5,244 10.9 6,084 12. 7,344 15.2
900 19 1264 2.6 2,080 4.3 2628 55 3,680 7.6
>5 738 15 1,625 3.4 4,229 8.8 5418 11.2 8,338 17.3
Total | 48,180 100 48,180 10Q 48,180 100 48,180 10Q 48,180 100

A WDN B

We use only one class for each word sense even if it's linkeduliple semantic classes.

disambiguated by the superordinate semantic class at3eweladdition, even if they
can’'t be completely disambiguated, the number of choicesdsced, for example,
29.2 % have only two choices.

6.3 Superordinate Semantic Class Disambiguation

In this section we describe the construction of the sup@ratd semantic class selec-
tion model. In order to investigate which is the best levesoperordinate semantic
classes to use in Disambiguating word senses, we investigewels 2 to 5 ofSoi-
Taikei. The word senses are binned into only 9 classes at level 2a86as at level 3,
136 classes at level 4, and 392 classes at level 5.

6.3.1 Mapping Word Sense to Superordinate Semantic Class

Beacuse the semantic classes are in a hierarchy, we carysgenéralize them into
superordinate classes. For example, in the case of the éxaaptence of5 A

% —, raita “lighter” (Figure 6.1), the semantic classes foi3 = >tabako“cigarette”

is (862:cigarette), while /k1hi “fire” is (2312:burning/combustion) and g i}

% 17tsukerulight” is (2004:operation). At level 3, the superordinate class for
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(27212 iz K1 Al 72

cigarette DAT fire Acc light TENSE
Sem. (862:cigarette) - (2312:burning/ - (2004 :o0peration) -
Class combustion) -
Lvi5 (893:equipment/ -  (2306:material - (1920:1abor) -
tool) phenomenon)
Lvi4 (760:artifact) - (2305:non-living - (1560:act/conduct) -
phenomenon)
Lvi3 (706:inanimate) -  (2304:natural - (1236:human act.) -
phenomenon)
Lvl2 (533:objects) - (1235:events) - (1235:events) -

Wherephen. is abbreviation of phenomenon, aadt . is activity.

(862:cigarette) iS(706:inanimate), (2312:burning/combustion) is (2304 :na-
tural phenomena) and(2004:operation) iS (1236:human activity). So we re-
place word senses into superordinate semantic classesws 8h(21¥, which shows
the actual semantic class for each content word and the@uipeaite terms at levels 2
to 5. The more specific sense (the hyponym), is shown lowey, liens(2004 : opera-
tion) C (1920:1labor) C (1560:act/conduct) C (1236:human activity) C (1235:

events).

6.3.2 Problems in Mappings

Becausd.exeed and Goi-Taikei were developed separately, there are some inconsis-
tencies in the hierarchies. Generallgxeedis more fine-grained, but occasionally a
singleLexeed sense will be linked to multiple semantic classesui-Taikei. In this
case we use the first listed class (which should is the magiémt class (lkehara et al.,
1997)).

For example, in.exeed the simplified definition of wordF ushi“beef/cow” is “A
kind of mammal. It's milk and meat are edible.”. Thexeed sense inventory does
not distinguish between the animal and its meat or milk. Hexeoi-Taikei links 4+
ushi“beef/cow” to both(537: beast) and(843:meat and eggs). Thus, for example,

2We use the following abbreviationacc: accsative postpositiomaT: dative postposition,.oc:
locative postposition.
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in (22), the word# ushi“beef/cow” should be tagged wit{637 :beast) (at level 3,
(634:animate)). In contrast, in (23), it should be tagged w{B#3 :meat and eggs)

(at level 3,(706:inanimate)). But in this experiment, both are tagged with the first
class, that ig537: beast) (at level 3,(534: animate))®. Note that both(537 : beast)
and(843:meat and eggs) are merged intd533:objects) at level 2.

(22) BEZR T % = fFD
farm familyLoc cowAcc keep

“A farm family keeps cows.”
(23) 2A—nx— T H % H

supermarketoc beefacc buy

“I buy beef in supermarket.”

This is a problem with the granularity @exeed which conflates the animal and
meat senses of ushi“beef/cow” in a single entry.

Table 6.2 shows the number of semantic classes per word seeaeh level. Even
at level 5, more than 70%exeedword senses have only one superordinate semantic

class.
Table 6.2: Number of Semantic Classes per word sense

classes Lvl 2 Lvl 3 Lvl 4 Lvl 5 Class
/sense No (%) No (%) No (%) No (%) No (%)
1 39,654 86.0 36,928 80.1 35,075 76.1 32,496 70.5 30,558 66.3
2 6,101 13.2 8,409 18.2 9,858 214 11791 25.6 13,102 284
3 323 0.7 683 15 1,018 22 1517 3.3 1955 4.2
4 19 0.0 55 0.1 100 0.2 199 04 345 0.7
5 4 0.0 18 0.0 21 0.0 41 0.1 62 0.1
>6 0 0.0 8 0.0 29 0.1 57 0.1 79 0.2
Total 46,101 46,101 46,101 46,101 46,101

3To solve this problem, we are annotatifigoki by correciGoi-Taikei's semantic classes.
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6.3.3 Data used

We trained and tested on the dictionary definition (Def.) axa@mple (Ex.) sentences
and Kyoto Corpus (KC) in theélinoki corpus. In this chapter, we assume that mor-
phological analysis has been done, and we use the resultsrphoiogical analysis as
inputs.

We divided the data into training and test data. Table 6.8vslibe size of the data
sets for training and test. Target words are those open wiaisis tagged wittL.exeed
senses.

Note that several word and word senses appeared in the testvtiach did not
appear in the training data (in the case of Def. 19 words aBck88ses are missing in
the training data, for Ex. 1,038 words and 1614 senses, andcfd37 words and 267
senses). Generalizing to superordinate semantic claésé@si@s this data sparseness
problem.

Table 6.3: Data Sets for Superordinate Classes (All Words)

Corpus Set | # Sents # Target Words # All Words

Def.  Train| 67,202 175,709 613,216
Test 4,942 15,436 54,276
Ex. Train | 106,528 133,616 432,514
Test 8,942 11,043 41,019
KC Train | 35,440 211,567 947,298
Test 2,000 12,123 53,703
6.3.4 Method

Machine Learning Method We take a sequence labeling approach to make super-
ordinate semantic class disambiguation models, becauggoalis to get a wide cov-
erage and robust word sense tagger, not only for a few targetsw Ciaramita and
Altun (2006) applied Perceptron-trained Hidden Markov Mib(HMM) to estimate
supersenses afiordNet. But we use Conditional Random Fields: CRF (Suzuki et al.,
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Lattice (paths of possible superordinate semantic classes Level 3)

(anim.) (anim.) (anim.) (anim.) (anim.) (anim.)
B

(in- (=) (natural (=) (human (=)
S| | anim.) phen.) act.)

(place) (place) (place) (place) (place) (place)

\<...> ()] ()] () () ()

Wherephen. is abbreviation of phenomenoagt . is activity, andanim. is animate.
Thebold line shows the correct path.

Input
W iE iz X % =1} I~
b 73z Iz X % = A
cigarette DAT fire ACC light TENCE
pl  noun particle noun particle verb aux verb

p2 noun-com  particle-cm  noun-com  particle-cm  verb-indelesm aux verb-*
p3 noun-com-* particle-cm-com noun-com-* particle-cm-cegnb-independent-* aux verb-*
We use the following abbreviations: cm: casemarker; auxiliaty; com: common(general).

Figure 6.2: Simplified Example of Input Information and @t)eLattice of Possible
Superordinate Semantic Classes (Level 3)

2006).We select CRF because it allows relaxation of thengtiedependence assump-
tions made by HMMs and has performed well for similar segaélabeling problems
such as part-of-speech (POS) tagging (Lafferty et al., 28Qdlo et al., 2004) and
named entity recognition (Suzuki et al., 2006).

We can't apply CRF directly to the full WSD problem because ttumber of
classes of senses is too large. But, by restricting oursetvesuperordinate seman-
tic classes the number of classes is reduced enough to arsatadrain.
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Features Now, we describe the features used by CRF. We use uni-gragnaim and
combinations of morphological information: that is the adaself (w), base forml),
main category of POSp(l), sub-category of PO$2) and sub-sub-category of POS
(p3). We make features from two words on either side of the tasged. That is, in
the case of the targetith word/morpheme, we use the information from the2th to

I + 2th morphemes.

Hard Dictionary Constraints Figure 6.2 shows a simplified example of input and
used information and lattice of possible superordinateasgim classes at Level 3.
We select the best path (which has the best score) of supsaitgdemantic classes.
The learner considers all superordinate semantic classdghus may predict a class
that is not used in the dictionary for this word. For exampgle]evel 3, the only
possible classes for i3 = tabako“tobacco plant/cigarette” arés34:animate) and
(706:inanimate) according to the entry ihexeed But the system may guess a dif-
ferent class, such d888:place). To fix such impossible errors, we relabel any words
marked with classes not found in the lexicon with the mogjdent possible semantic
class. This happens between 1-7% of the time, dependingedavél.

6.3.5 Results and Discussion

Table 6.4 shows the results of superordinate semanticdisasibiguation using CRF.
The system actually chooses the semantic classes for & @fards including monose-
mous words.But in Table 6.4, we show the results for polysesweords: that is the
target words shown in Table 6.3.

The baseline (BL) method selects the most frequent semelatis from all possi-
ble semantic classes for all senses of the target word. Aawsee in Table 6.4, CRF
gives much better results than the baseline, especiallgegt tevels. But CRF needs
much time and memory. So, we get some scores (underlinedpwtip2 (the POS
subcategry), on average, the scores withguitirop down 0.1-0.2 % from the scores
with p2.

In Table 6.4, the results labeled withard shows the results with the hard dictio-
nary constraints applied (see Section 6.3.4). Flaed results are better than raBRF
for all combinations, and we will use these results in thet sektion.
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Corpus

Table 6.4: Results of Superordinate Semantic Class Digarabon

Definitions

D

Examples

Kyoto Corpus

Leve

noun verb adjmisc tot

ahoun verb adj misc tot

ahoun verb adjmisc total

BL 2

89.7
84.2
.7
70.9

96.381.7 98.0
85.168.5 96.1
83.771.394.1
70.660.0 60.8

91
83
79
70Q

.B4.5
.§8.5
.J4.9
.B8.7

93.487.2100.0
84.474.0 95.2
80.972.2 95.2
67.057.5 52.4

87
8(Q
74
67.

.489.9 94.470.5 80.9
.B84.1 83.455.8 79.4
.80.9 79.963.977.9
7

90.3
83.3
80.3

96.0
93.9
92.5

97.488.2 88.2
90.580.1 88.2
89.278.7 88.2

94
92
9@
88.7 82.574.384.3 85.9

.35.2
.B1.9
.69.8

95.889.7 85.7
89.177.6 81.0
87.276.4 81.0

88
84
82
76.6 80.669.8 81.0 77.6

.P3.1 94.387.758.8 93.0
.®1.386.281.858.8 89.8
.389.784.676.557.4 88.2

96.3
94.4

97.589.096.1 96
90.981.194.1 92
93.0 89.879.796.1 91
89.5 83.575.288.2 86.71

.30.2
B7.3
.B5.4

95.889.9100.0 97
89.378.1 95.2 87
87.476.9 95.2 85
82.9 80.970.3 95.2 81.9

.©6.6 96.089.180.9 96.2
.©5.188.783.579.4 934
.B3.687.378.279.4 91.9

0,5754,895 915 51154

36189 3,426 407

2111,0#83032467 285 6812,123

Where underlined figuresere obtained with a simplified model

not usingp2 (sub category of POS) as a feature.
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Note that this may not be the desired behaviour for a complefgen system:
senses may be missingliexeed and allowing senses not in the lexicon could be ben-
eficial. However, in this experiment, words can only be tabgéh exisiting senses,
so we thus restrict them.

6.4 Word Sense Disambiguation (WSD)

In this section, to investigate the effectiveness of supgnate semantic classes for
WSD, we show 2 types of data. First, we describe the senseWSB experiment
using the superordinate semantic classes which were tedracSection 6.3.

Secondly, we show the effects on unseen words: words whigbaapd in the test
data which did not appear in the training data (Section §.4.2

6.4.1 Comparison with SENSEVAL-2 Japanese Task

First, we show the effectiveness of superordinate semalatsses on full WSD.

The best published result for the Japanese dictionaryddageal-sample task of
SENSEVAL-2 is given by Murata et al. (2003). We thereforemgiemented their sys-
tem for comparison. We call this reimplemented systeRI.’. Murata et al. (2003)
used SVM (Chang and Lin, 2001) as a learner with the follovigajures (See Murata
et al. (2003) for more details.): uni/bi/tri-gram charastevhich precede and follow
the target word; Morphological features extracted fromrésults of morphological
analysis; syntactic features from a shallow dependencsepacoocurrence features
foremd from all morphemes in the same sentence; and UnMeesamal Classifica-
tion (UDC) codes.

However, our implementation afRL’ differs from Murata et al. (2003) in two
places: we do not use the syntactic features or the UDC cobes.reason that we
didn’t use syntactic features is that we believe that thalte®f WSD are useful for
syntactic parsing, so we don’t use syntactic parsing appeessing. We didn't use
UDC features because the UDC codes are not tagged iitlogi Corpus. A further
difference is that , they used JUMAN/RWC for morphologicaalysis, but we used
ChaSen.

Our systemNEW, also uses SVM, and adds the superordinate semantic classes
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(which were extracted in Section 6.3) as feature€Ry.’. These are added on the
word itself, and the two words on either side. We experimeiti wuperordinate
semantic classes generalized to different upper levels.

For example, in Figure 6.2, if we gue&236:human activity) as the superor-
dinate semantic class corresponding to 5th wigridtsuke“light” at level 3, we use
both (1236 :human activity) and(1235:events) as features.

Data for WSD

For the fine grained word sense disambiguation experimeat se the same target
words as SENSEVAL-2, in order to give a more meaningful comspa. There are

100 target words: 50 nouns and 50 verbs. The test documemnéstire same as in

SENSEVAL-2, with all text coming from newspaper articleeg$e are not part of
the training data). Table 6.5 shows the amount of trainind) test data used in this
experiment.

Results and Discussion

Table 6.6 shows the results of the full WSD. The baseline (Blethod selects the
word sense occurring most frequently in the training cordiee higher baseline sys-
tem (BL2) uses the most frequent sense restricted by thenbigaiated superordinate
semantic classes.

NEW also uses the disambiguated superordinate semantic ©la&Skeesults are
significantly better than the baseline (BL). And most resoltNEW are better than
CRL’, even at upper levels.

In addition, Table 6.6 shows that even if we just use the nresjuent sense re-
stricted by the disambiguated superordinate semantiseda@L2), we can get high
accuracy. In general, the more specific the superordinagses, the higher the accu-
racy, even though the accuracy for disambiguating the npeeiic classes is lower.

The improvementis smallest for the Kyoto Corpus data. Wethgsize that this is
because it has more unknown senses — none of the words Inetdéads fundamental
vocabulary are tagged. In particular, proper nouns areaggied. This means 25% of
the words (mainly noun phrases) have no sense informatiocontrast, all the words
in the Example and Definition sub-corpora are in the fundaeleocabulary. We are
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Corpus

Level

Table 6.5: Data Sets for WSD (Senseval 100 words)

Corpus Set ‘ noun  verb
Def. Trains| 6512 11409
Test 745 1151
Ex. Trains| 4448 7888
Test 317 826
KC Trains| 11140 10744
Test 763 610

Table 6.6: Results of WSD (by SVM)

Definitions
noun verb

Examples

ave noun verb

ave

Kyoto Corpus

noun

verb ave

BL
CRL'

74.5 56.8
81.1 65.3

63.§ 63.7 56.2
71.3 795 685

58.3
71.4

69.2
80.9

62.1 66.1
67.0 74.7

BL2

76.8 59.9
80.8 60.6
80.9 61.6
83.4 67.4

66.9 66.9 58.8
68.9 69.1 60.5
69.4 71.0 61.3

73.7

76.3 65.2

61.0
62.8
64.0
68.3

69.9
75.0
76.7

63.4 67.0
65.4 70.7
68.0 72.8

NEW

O b WO N D WDN

81.3 65.6
81.5 66.1
81.6 66.3
81.7 67.2

71.8
712.2
72.3
72.9

79.5 68.3
79.5 68.5
79.5 68.8
80.1 69.2

71.4
71.6
71.7
72.3

81.3
81.5
81.3

67.0 749
67.0 75.1
67.0 749

111



Table 6.7: Accuracy for words which didn’t appear in tragnohata (Zero Frequency)

Corpus Definitions Examples Kyoto Corpus

Levelinoun verb adj misc totahoun verb adj misc totahoun verb adj misc total
first sense27.8 0.0 0.0 0.0 26)327.4 0.00.0 0.0 27/436.5 0.0 0.0 23.1 29.9
NEW’ 2 |55.6 0.00.0 0.052/646.5 0.00.0 0.0 46{33.3 20.0 40.0 30.8 39.4

3 |61.1 0.00.0 0.057.9 48.8 0.00.0 0.0 48.7,53.833.3 20.0 46.249.6

4 |55.6 0.00.0 0.052/647.8 0.00.0 0.0 47/740.440.0 60.0 53.842.3
5 |50.0 0.0 0.0100.052.6 47.3 0.00.0 0.0 472
#Targety 18 0 O 1 191,035 3 0 01038104 15 5 13 137

currently the remaining words in the kyoto Corpus witbi-Taikei semantic classes to
give us the data to test this hypothesis.

6.4.2 Effect on Unseen Words

Because of the huge numbers of words and senses, it is véigullifo get enough
training data. Sometimes, we can get no training data atoalsbme words. In
such case, most supervised WSD methods (inclugiRy’) doesn’t work. But in our
method, at least, we can guess superordinate semantieskassvords which didn’t
appear in training data.

Table 6.7 shows the accuracy for such words (frequency idrO}his case, we
compare the first sense (iexeed baseline with the first sense restricted by the dis-
ambiguated superordinate semantic classi&\(). The accuracy oNEW’ is much
better than first sense baseline. Disambiguating sup@etelsemantic classes gives a
much more robust WSD system. It’s interesting to note thastiperordinate semantic
classes at Level 3 give the best results overall, with anracgwf 49%, compared to
the baseline of 27%.

6.5 Discussion

We showed that disambiguating superordinate semantisedas an effective way of
WSD, even though we use superordinate classes from a diffezsource. This is
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important, as the sense inventories used in a task are naysliw a full hierarchy
(e.g., the Japanese SENSEVAL-2 task gave word senses fraoti@ndry with no
associated hierarchy). We expect we could get even betaltseusing a hierarchy
built around the_exeedword senses.

Further, we have shown that a quite large superordinats ataentory (level 5
with 393 results) gave the best results on several test Bbis suggests that work on
English using the unique beginners could possibly be imguidwy specializing even
further in the initial step.

It could be that the.exeedsemantic classes are too fine-grained for reliable sense
disambiguation. Navigli (2006) shows that this is true floe EnglishwordNet—
clustering senses allows for more reliable manual and aatiorannotation. Bond
et al. (2004) argue that, in comparisondoi-Taikei, the finer granularity oLexeedis
necessary for question answering, but it may still be the tiagt not all of the sense
distinctions are meaningful. Fujita et al. (2007) use getlehdard sense information to
improve parse selection, and found that the superordimaiges at level two were the
most effective to reduce data sparseness for parse selectio

6.6 Future Work

In future work we intend to confirm that we can get improvedilssn other languages
such as English using various levels of superordinate sen¥grdNet (Agirre et al.,
2008).

Then we intend to make a superordinate semantic class taggey CRF like
MeCab (Kudo et al., 2004). That is, in this chapter, for thpeziment, we used the
packaged CRF based machine learner, but if we save the fgopaibs of entries and
superordinate semantic classes into a dictionary, we wilhave to fix impossible er-
rors (That is we can gétard data from the beginning). We hope that this will improve
the accracy even further. Alternatively, for morpholodgjmaalysis, we may get part-
of-speech tag and sense tag together. In addition, we wikelt further experiment
with limiting the number of states, more features and guessiperordinate semantic
classses at even deeper levels.

Finally, to get more training data for superordinate semamss disambiguation,
we intend to use untagged corpus, by applying the methodpeapby Tsuboi et al.
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(2008).

6.7 Conclusion

In this chapter, we proposed the method for word sense digaion (WSD) using
superordinate semantic classes. At the first stage, we gugssordinate semantic
classes, then at the second stage we guess word sensesegiesuits of 1st stage.

At the first stage, we applied CRF to superordinate semalatss cdisambiguation.
As aresult, it gave us very high accuracy. At the second stagegot higher accuracy
for WSD than published best method of Japanese dictionasg¢blexical-sample task
of SENSEVAL-2. In addition, we showed the effectiveness of superordisateantic
classes for unseen words.

In conclusion, our proposed WSD method using superordseteantic classes is
very effective.
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Chapter 7

Conclusion

7.1 Summary

In this thesis, we introduced some resourdgsi-Taikei, its bilingual valency pattern
dictionary, Hinoki, andLexeed which have rich information and then are related to
each other. First, we construct these resources by handas sh Chapter 2. Then,
we proposed a method to extend them effectively, and prdwedisefulness through
several task-based evaluations.

In Chapter 3, we presented a method of extending the covexfatie bilingual
valency dictionary, by assigning valency information ametestional restrictions to
entries in a bilingual dictionary. The method exploits &xig bilingual valency dic-
tionaries and is based on two basic assumptions: words wtitas meaning have
similar subcategorization frames and selectional regiris; and words with the same
translations have similar meanings. A prototype systeowatl 6,327 new patterns
to be built, using only simple human judgement (pre-filt€f.those more than 51%
were usable as is, and more than 36% were usable with minisiars, giving 87.7%
potentially useful patterns. The cost, including humarisiewns, is less than 6 minutes
per pattern. Furthermore, even before applying humaniosssadding the created
patterns to a Japanese-to-English machine translatie@sysproved the translation
for 32% of sentences using these verbs, and degraded it fprl6fo; a substantial
improvement in quality.

In Chapter 4, we presented a method that uses alternatiari@atld new entries
to an existing bilingual valency dictionary. The new ergriave detailed information
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about argument structure and selectional restrictionthelfexisting lexicon has only
one half of the alternation, then our method constructs rapadese entries with 69%
of the verbs having one or more correct entries. We also sthola it is possible to
simultaneously add entries to a second language with a eddaccuracy of 56% if
your exisiting lexicon has such information. In this sectwe focused on one class of
alternations, but it is applicable to any alternation.

In Chapter 5, we showed that sense-based semantic featurégsned with on-
tological information are effective for parse selectiontaifiing and testing on the
definition subset of thelinoki corpus, a combined model gave a 5.6% improvementin
parse selection accuracy over a model using only syntaicfes (63.8%- 69.4%).
Similar results (76.2%- 79.2%) were found with example sentences.

In Chapter 6, to get sense information automatically, weppsed a method for
word sense disambiguation (WSD) using superordinate sitedasses. We separated
this method into two stages. In the first stage, we estimgtersudinate semantic
classes. We did this using CRFs, and were able to disamleigu#t a very high
accuracy.

In the second stage we estimate word senses using the rebtiits first stage.
We got higher accuracy for WSD than published best methodpdidese dictionary-
based lexical-sample task BENSEVAL-2. In addition, we showed the effectiveness
of superordinate semantic classes for unseen words.

As shown above, though the most recent research directiom s$atistical meth-
ods, rich resources (dictionary, ontology, treebank, alesuisk, etc.) are effective for
deeper natural language processing. We showed the effeesg through task-based
evaluations, machine translation, parse selection and s&mse disambiguation.

7.2 Future Work

There are several directions for future research.

Construction of Rich Information Resources Construction of Rich Information
Resources In this thesis, we introduced several manuahoragomatic methods of
constructing rich information resources. Especially fog bilingual valency dictio-
nary, we investigated effective methods to expand it.
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In future work, we want to expand the resources in severabwkyprLexeed we
want to import entries or senses from other machine readibl®naries or online
resources such as Wikipediand Wiktionary. From these we can extract at least a
lemma and it’s definition. Then, by using link informationailine dictionaries, we
can extract other information such as examples, frequamcyaccess frequency.

For Hinoki, we plan to expand the target domain into open domains suBlogs
e-mail. We have already begun to expand the sensebank mgdata. We illustrate
the rough plan of expanding the target domain in Figure 7.1.

Grammer
Blog,
Spoken Discussion
Language Board

1 Grammar Development

Language

News Paper:
Kyoto Corpus,
Senseval2

Technical
Terminology
Dictionary,
Wikipedia

Definition sents.
Example sents:

Sentences of] Lexeed

Dictionary Dictionary Development —
Word
Fundamental Words ~ Words on Technical Terms,
on Lexeed Other Dictionary New Words

Figure 7.1: Plan to Expand Resources: from closed world ém@omain, from hand-

build to semi-automatic

For Goi-Taikei, we want to reliably add words to semantic classes. One way is
use parse results of definitions in other dictionaries likad@et al. (2004). Now, we
are extracting unknown words from Wikipedia, then tryingeiimate the semantic

Ihttp://en.wikipedia.org/wiki/MairPage
2http://ja.wiktionary.org/wiki/
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classes through a rule based method. On the other hand, Nplargg to make
Goi-Taikei open. We can then expect to impro@ei-Taikei’'s coverage and keep it
up-to-date by getting users feedback.

Usage of the Resources As shown in Chapter 5 and 6, we are combining symbolic
and statistical approaches to parse selection and wore sisembiguation. In future
work, we want to go ahead with combining approaches to moriews natural lan-
guage processing tasks; especially for machine translaitiothis thesis, we used the
rule-based machine translation systanT-J/E , but great progress has been made in
learning statistical models from annotated corpora, amdes(nline) statistical ma-
chine translation systerhgre now available. However, statistical machine trartati
is not strong for out of domain data. According to Koehn andnk¢2006), for in-
domain data, statistical approaches are stronger, butifesfedomain data, rule-based
system Systrahbecomes stronger. It shows that because dictionaries anslation
rules are relatively domain independent, they help to mgk&ems robust. So in fu-
ture work, we want to export the bilingual valency dictionarto a statistical machine
translation system: we need to investigate the best waygoréihe dictionary.

We also intend to make a superordinate semantic class taljgee can provide
a packagedsoi-Taikei semantic class tagger, it will help the op@ni-Taikei to gain
wide acceptance. Finally, we intend to confirm that we carirgptoved results with
raw sense disambiguation results not just the gold staratardtations.

7.3 Conclusion

In this thesis, we first introduced various rich informati@sources which we have
used or constructedsoi-Taikei, its bilingual valency (pattern) dictionargjnoki, and
Lexeed We also compared the these resources with other similauress. Because
they were mainly built by hand, constructing such rich reses was both time con-
suming andcostly. To extend such rich resources efficien#yproposed some meth-
ods to extend them using the hand-made rich resources as seed

Shttp://www.google.com/languageols
4http://www.systransoft.com
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First, we proposed various methods to extend the valentypdary: using simpler
bilingual dictionaries and linguists analyses of alteiora. This not only extended but
also added more information into the bilingual valencyidmary. The evaluation of
the extended resource’s quality was done with both a traosltask-based evaluation
and a direct evaluation by lexicographers. Through theatiations, we showed the
effectiveness of our methods.

We then investigated the usage of rich information by apgjyi to parse selection
(ranking), and to word sense disambiguation. Through tegperiments, we showed
the importance and usefulness of semantic informatioraitissical approaches to nat-
ural language processing tasks.
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Appendix A

Data on the distribution of Goi-Taikei's
Semantic Classes

We show some data abo@bi-Taikei’s classes in Tables A.1, A.2, A.3, A.4 and A.5.

Table A.1 shows that the most frequent 30 classe&SaiATaikei’'s Japanese Word
Dictionary. As shown in Table A.1Goi-Taikei has a lot of entries about names of
places or humans.

Table A.2 shows that the distribution of semantic class&s oewspaper text. In
theHinoki project, all words of the first half of Kyoto Corpus (newspiagext, includ-
ing 19,013 sentences, 522,884 words, 298,974 contentssyvare tagged witiGoi-
Taikei’'s semantic classes (for more detailsHohoki, see Section 2.4.2). In the case
of this corpus, we tagged all contents words (not only commam but also proper
nouns, verbs, adjectives and adverbs) usingTaikei’s common noun ontology. But
in Table A.2, we showed the nouns only.
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Table A.1: Most Frequent 30 Semantic Classes in Japaneseriaicy

Class Lvl | Token| Sample Word
(464: jurisdiction) 4 | 93,141 | #kw toshi“city”
(48:male/man) 7 | 38,798| Bk dansei‘male”
(5:human) 4| 29,654| A hito“person”
(471:1and) 6 | 17,855| +3 tochi“land”
(49:female/woman) 7 | 11,846| Ztt josei“female”
(459:zone/area/district) 4| 8,411 Hhue chiiki “region”
(364:executive agency/ 5| 7,567 | B seifu“government”
administrative body)
(414:station) 6| 5,876| ;k—24 hdomu“home”
(495:rivers and streams) 7 | 5,094 | k% suikei“water system”
(499:wetlands) 7 | 5,091| #iE koshoulake”
(1035:method) 6 | 4,454 xli# taisaku“action”
(413:platform/loading platform) 5| 3,854| #— 3L taminaru“terminal”
(973:electrical component) 7 | 3,546 | i teikou“resistance”
(465:city) 4| 3,532\ {¥%juutaku“houce”
(2498:structure) 5| 3,338| #lE seido"”
(374:enterprise/ 6| 2,669 | #=¥ kigyo“company”
corporation/industry)
(1020:logic) 6 | 2,248| F#rx tetuzuki‘procedure”
(2595:unit) 4| 2,084 | —&B ichibu“part”
(428:work place) 4| 2,059 | £# kaisha“‘company”
(712:matter/material (bodies)) 5 1,805 | ¥yg bushitu“‘matter”
(2586 : number) 4| 1,787 | — hitotu*“one”
(25696:calculated value) 4 | 1,753| £#| kinri “interest rate”
(2435:pattern, method) 5| 1,705 {k# taisei“system”
(2591 :weights and measures) 5 1,656 | &k saidai“maximum”
(971: computer) 7| 1,613| ,xv 2> pasokorfpersonal computer”
(367:public institution) 5 1,550 | sk byouin“hospital”
(1008:knowledge, intelligence) 6 | 1,529 %% jouhou“information”
(962:machinery) 51 1,394| x5 A shisutemusystem”
(2592:degree/extent/measure) 5 1,359 | & & takasa‘hight”
(507:sea/ocean) 6 1,219 | # umi‘“sea”
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Table A.2: Top 30 Semantic Classes over Newspaper Texttiatsof Kyoto Corpus):

Noun Only
Class Lvl | Token| Sample Word
(2586 : number) 4| 13,805 —+)\ 28"28”
(2595:unit) 4| 8,201] 4 nen“year”
(47 :men and women/gender) 6 7,259| ¥ LI Murayama‘family name”
(464:jurisdiction) 4| 6,064| m41 Kouch*Kouchi Prefecture”
(385:nation) 4| 5,959| oy 7 roshia“Russia”
(2682:day) 6| 3,018| H nichi“sun”
(1022:circumstance/thing/ 6| 3,006| = £ koto“thing”
matter/affair)
(48:male/man) 7| 2,757| & Tomiichi“name”
(374:enterprise/ 6| 2,339 &# kaisha‘company”
corporation/industry)
(459:zone/area/district) 4 2,153| FF& nanbu‘south”
(380:political party) 6| 2,093| #44 shakaitou'Socialist Party”
(260:politician) 7| 2,079| B shushdPrime Minister”
(2535:aspect/condition/phase (other))| 5| 1,755| gk kanou“possibility”
(43:honorific title/term of respect) 6 1,753| & shi“Mr.”
(364:executive agency/ 5 1,738| ;& naikaku“cabinet”
administrative body)
(1680:sport) 6| 1,715|+ v — sakk “soccer”
(2679 :year) 6| 1,494| 44 kotoshi‘this year”
(2680 :month) 6| 1,443| —H nigatu“February”
(2509:circumstance/situation) 5| 1,205| X5 you"like”
(2600: part) 5| 1,122/ & bu“division”
(363:establishment/institution) 4| 1,070] #4 gikai “assembly”
(465:city) 4| 1,033| &#k shuto“capital”
(2508:aspect/condition/phase) 4| 1,028| wy teki“target”
(2456:purpose) 5| 1,014| 54t houshin‘policy”
(2692:the time) 6 904 | 41 gozerfmorning”
(2695:period (natural and 6 895 | m:#f jiki “season”
human activity, etc.)
(378:society) 6 894 | £ kai “meeting”
(323:chief/president/manager) 6 893| # £ gichou“chairperson”
(2608:extent/degree) 5 874 | &k jybdai“important”
(2623:interior) 6 841| p3&B naibu“inside”
Total (Noun) - | 213,276
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Tables A.3, A.4 shows that the distribution of semantics#gsmerged into super-
ordinate semantic classes at level 2 and 3. In Tables A.3,weddon't restrict by
it's POS: that is they are including all contents words. &abA.3, A.4 shows that the
semantic classes are heterogeneously-distributed. Fabie R.3,(1235: event) and
(2422:abstract relationship) appear at a high rate. And Table A.4 shows that
the majority of children 0f1235: event) is (1236 :human activity).

Table A.3: Distribution of Semantic Classes in Newspapet [Ehe first half of Kyoto
Corpus): Merged into Superordinate Semantic Classes & Pev

Class Lvl | Token| (%) | Sample Word

(1:common noun) 0 46| 0| Hh Zh arekore“this and that”
(2:concrete) 1 81 0| 77% banbutsu‘all things”
(3:agent) 2| 49,248/ 16.5| £, watashi“l”

(388:place) 2| 16,058| 5.4| P honjin “headquarters”
(633:0bject) 2| 10,581 3.5| @ K3 gondora‘gondola”
(1000:abstract) 1 4 0| & ®» mono“thing”
(1001:abstract thing) 2| 19,382| 6.5| %4l jourei “regulation”
(1235:event) 2| 96,551| 32.3| £ & ninkan“appointment”
(2422:abstract relationship) 21107,023 35.8| ¥ haigo“back”

Total 298,974 100
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Table A.4: Distribution of Semantic Classes in Newspapet [Ehe first half of Kyoto
Corpus): Marged into Superordinate Semantic Classes & Bev

Class Lvl | Token| (%) | Sample Word

(1:common noun) 0 46 0| »n.= . arekore“this and that”
(2:concrete) 1 81| 0| /% banbutsuall things”
(3:agent) 2 318| 0.1| Ffk shutai“subject”,
(4:person) 3| 29,785 10| %, watashi‘l’
(362:0rganizations) 3| 19,145| 6.4| 9 = 2 cheko‘Czech”
(388:place) 2 163| 0.1| £ = » tokoro“place”
(389:facility) 3| 3,918| 1.3| Aff honjin“headquarters”
(458:region) 3| 10,574 3.5| m#k nanbu“south”
(468:natural place) 3 1,403| 0.5| v'—9 bichi“beach”
(633:0bject) 2 1 0| % mono“thing”
(634:animate) 3| 2,148| 0.7| 4:# kingyo“goldfish”
(706:inanimate) 3| 8,432 2.8| &4 5 — boira“boiler
(1000:abstract) 1 4 0| & » mono“thing”
(1002:mental thing) 3| 12,534| 4.2| % chi“wisdom”
(1154:abstract thing (behavior))| 3| 6,848| 2.3| Zffljourei“regulation”
(1235:event) 2 286| 0.1| tAE:# 7fushigi“seven wonders”
(1236:human activity) 3| 68,067 22.8| L ik % keshi-tomerdput out”
(2054 : phenomena) 3| 24,757| 8.3| % F % aratamaru“‘be renewed”
(2304 :natural phenomena) 3 3,441| 1.2| J& % kusaru“go bad”
(2422:abstract relationship) 2 5 0 | ¥*f zure“difference”
(2423:existence/being) 3| 3,105 1| %1% ryGho“reservation”
(2432:kind OR system) 3| 2,433| 0.8| 1 joui “higher rank”
(2443:connected to/related to) 3 9,107 3| & & kougo“alternation”

(2483 :nature/disposition) 3 4,454 1.5| & fukai“profound”

(2507 :state) 3| 31,134| 10.4| &% shinki “vacuum”

(2564 : shape) 3 397| 0.1 st eikaku“acute angle”
(2585 : amount) 3| 32,459 10.9| Hn 71> aredaké'that much”
(2610:location) 3 4,949 1.7| % haigo“back”
(2670:time) 3| 18,980 6.3] [ shikan“week”

Total 298,974 100
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Of Goi-Taikei’s classes, 547 classes don't appear in the newspaper testfi{Et
half of Kyoto Corpus). We show some samples of semantic etagdich don't ap-
pear in that newspaper text in Table A.5. Table A.5 lists tpelO classes in order of
the number of tokens iGoi-Taikei’'s Japanese dictionary. Note that some classes of
these classes have children which appear in the Corpusxdfopte,(963: general
machinery) doesn't appear in the target text, but its child{@64 :motor), (965: im-
plement), (966:communicator) and (967 :machine part) appear 23 times collec-
tively. Therefore, we marked Table A.5 whose children appealoesn’t appear. In
the column Children Appearesmeans that children of the class appear,ldotheans
that children of the class doesn’t appear.
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Table A.5: Samples of Semantic Classes which don’t appedewspaper Text (The
first half of Kyoto Corpus): Top 30 classes@oi-Taikei’s Japanese Dictionary

Class Lvl | Token| Sample Word Children
(Dict.) Appear
(504:springs and wells) 7 437 5% onsert'hot spring” Yes
(1082:sentence) 7 134| 3z bun“sentence” No
(726:charcoal) 8| 104| fijr sekitan‘coal” No
(791:mineral oil/petroleum) 7 95| A sekiyu‘oil” No
(165:servant/ 8 78| i shin“vassal” No
retainer/employee)
(213:good person/ 8 62| {£# shinja“believer” No
virtuous person)
(978:0ptical component) 7 62| t 7 ¥ — seku& “sector” Yes
(1529:explanatory notes) 9 52| & chuushakunote” No
(966 : communicator) 7 51| X)L b beruto*belt” No
(200:1lazy person) 8 49| F4:h kiseichu“parasite” No
(1039:poetry) 6 49| 4 ku“phrase” Yes
(963:general machinery) 6 48| #H kikai “machine” Yes
(1243 :madness) 6 47 | 4¥5% kyouki“madness” No
(704:bark, peel/rind/skin) 6 45| g jushi“resin” No
(315:prostitute) 7 45| 54 baishunfu‘prostitute” No
(900: oven) 8 45| % kama“oven” No
(164:feudal lord) 8 45| o— R lodo“road” No
(628:mole, wart) 8 44| 7> = tako“lump” No
(206:flirt/a lustful 10 44| 4 k sado“sadism” No
and promiscuous person)
(314:gangster) 7 43| AR furyou‘inferiority” No
(196: coward/weakling) 8 43| 553 jakusha‘'weak” No
(290:shipping agent/carrier) 8 42 | 53 kyouryoku‘great strength” No
(775:stone) 7 41| 722 v 2 burokku“block” No
(1104:figure, table, score) 7 40 | @ zuhyo‘chart” Yes
(118: companion) 10 39| {ihRH nakamdfriend” No
(1090:Cn- and Jn-style 7 391 3 No
readings of Cn characters) kun“Jn reading of a Cn character”
(1091:grapheme (linguistic)) 6 38| #5244 eijina “symbolic name” Yes
(2618:border) 4 37| & kireme“slit” Yes
(333:the roles of people) 5 36 | Bz kankeishdperson concerned’Yes
(699:flower) 7 34| fepy kafun“pollen” No
(623 :membrane) 7 34| #fiE moumakuretina” No
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Appendix B

Classification of English Alternations
for Japaneses = O Alternation

Vi Vt
Japanese |English Japanese English
Type:S=0
FH < aku open, be open BT 5 akeru open
7= < aku open, become empty || %} % akeru open, empty
HA < aku open, be open R % akeru open, dawn
EPARS) ataru touch, hit, be hit ¥Th ateru hit
YT HRE % atehamaryapply (a rule), be appljr 4T #¥> % atehameru apply
cable
HBU 5 abiru pour(over oneself), bathg& (¥ %  abiseru | pour(over another),
bathe, pour on
AL aradatsu | be aggravated, be rougfit3y7C %4  aradateru | aggravate
or aggravated or worse
W25 ieru heal g iyasu heal
EE S itamu hurt, be hurt w5 itameru | injure, hurt
£ 5 iburu smoke e ibusu fumigate, smoke
BLY iyashimu | despise B $H%  iyashimery despise
TR ukabu |float, float up FEHNX 5 ukaberu |set afloat, float up, float
F< uku float FHhT ukasu float
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Vi Vt
Japanese |English Japanese English
Type:S=0
&) < ugoku | move #AH 9 ugokasu |move
973 % udaru boil A  uderu boil
% usuu |move, move (atob) || #d utsusu | move, move (a to b), re-
move
H % utsuru | project, be photographeds. 3 utsusu project, film
EjR % uragaeru | be turn inside out HjR9  uragaesu |turn inside out
55 ureru sell (well), sell, be sold || 72 % uru sell
KL % okiru wake up, get up 2T 9g  okosu wake up, raise
§5#L A oboreru |drown %59 oborasu | drown
¥ b oreru  |break 1% oru break
#b A owaru |end, finish ¥ZAH  oeu end, finish
J&%  kaeru [return (home), go back| J&d kaesu return (home), send back
J&5  kaeru |return B9 kaesu return
"%  kaeru |return b kaesu return, return something
f#th % kakaru |hang down, cost, takg#!}5  kakeru hang, spend, wear
(e.g. time, money, etc|),
easel
JE¥s  kagamu |bend, stoop JE¥ A  kagameru | bend, stoop
[E# A kakureru | hide =24 kakusu hide
Rit 5 kakeru |lack, be lacking K<L kaku lack
#H7: % kasanaru|pile up, piled up, be pilefiE#2%  kasaneru |pile up
up
fEIF¥ % katageru |lean fE < katagu lean
% A katamaru|harden [E A katameru |harden
fH < katamuku| lean, incline toward fHiT A  katamukerylean, incline
437> kadodatsu be sharp 437 C % kadodateru| be sharp
N A kareru |dry up #E ST karasu  |dry up
<  kawaku |dry, getdry B9 kawakasu |dry, dry (clothes, etc.)
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Vi Vt
Japanese |English Japanese English
Type:S=0

b b kawaru | change, take the place pffi 2 % kaeru change, exchange
bbb kawaru | change, take the place p& 2 % kaeru change, exchange
b s kawaru |take the place of, changdt 2 % kaeru change, exchange
bbb kawaru  |change %25 kaeru change
%385 kikichigau | mishear X382 % kikichigaeru| mishear
Y)N#b A kirikawaru |change completely Y)N# 2 A kirkaeru | change
&% kusaru | spoil, rot & oHg kusarasu | Spoil
B b kusareru | Spoil J& &g kusarasu | SPOil
i 5 kudakeru |be smashed, break W< kudaku smash, break
&5 kutsugaeru| capsize, topple over B9 kutsugaesu| capsize, overturn
Y EA% kuriagaru |move up (date or rank) (| #§ ) FiF % kuriageru | move up
b kooru freeze WoHT koorasu |freeze
#HIF 5 kogeru be scorched, burn EhHT kogasu scorch, burn
Enb koboreru | spill, be spilt, overflow || %3 kobosu  |spill
&5 koru be devoted to, stiffen|,¥ &9 korasu devote to, stiffen, con-

grow stiff centrate
L 5 korogaru |roll, roll over [/ korogasu | roll, roll over
LNy korogeru | roll, roll over LAY g korogasu | roll
B b kowareru | break, be broken g kowasu  |break
TH 23 sagaru  |drop, hang down T3 sageru lower, hang down, hang
215 sakeru |tear, be torn, split Z< saku tear
HH5 sameru | awake, wake "E T samasu  |arouse, wake, awaken
wH 5 sameru |get cool, cool, becomes E 3 samasu | cool

cool
HES sarau review B8 2 5% saraeru  |review
ft EH%  shiagaru | be finished ft EiF%  shiageru |finish up
b K8 shizumu |Sink > A shizumeru | sink
Wizt h 2 shinikakard be dying WelZHiT % shinikakeru | be dying
EIER shimaru | be closed, close B % shimeru | close
85 shimeru | get wet, be wet TN shimesu | wet
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Vi Vt
Japanese |English Japanese English
Type:S=0
BE 2 sugiru | pass g sugosu | make pass, pass
% < suku be transparent T A sukeru be transparent
EIT A sukeru | be transparent 3% < suku be transparent
F sumu end, be settled, finish || %9 sumasu | end, settle, finish
B sumu be clear, clear, clear (e g % 3 sumasu | make clear, clarify, clear
weather)
B s sureru | rub 2 suru rub
BN % sureru  |rub %) suru rub
LR sebamaru| get narrow, narrow ®ad 5 sebameru | NArrow
fifid> % sonawaru | be furnished with fiii 2 % sonaeru | be furnished with
9t 2 somaru | be dyed, dye e A someru | dye
&< somuku | turn away, run counter o 17 % somukeru |turn away, turn one's
face away
5 soru bend, be warped, warp|| [z & 9 sorasu bend, warp
bAS) tatsu stand DA tateru raise, stand, stand up
rg 5 tamaru | collect (iR oPA) tameru | collect
FENTH A taresagard hang TN TIF 5 taresageru |hang (a curtain)
EN D tareru drop, hang 57 tarasu drop, suspend
HEL chidimu | shrink HESD B chidimeru |reduce, shrink, shorten
fan 5 chidireru | curl, be wavy WWboHT chidirasu | curl
5 chiru scatter, be scattered, fa|lgt & 3 chirasu  |scatter
W B tsukareru | tire, get tired % 59 tsukarasu |tire
i < tsuduku | continue, be continued||&& !} % tsudukeru | continue
FLE ) tsubomary get narrow, close EDH b tsubomeru | narrow, close
=L tsubomu | get narrower, close ED 5 tsubomeru | narrow, close
BT 5 tokeru | melt, dissolve BHT tokasu melt, dissolve
EZ 5 tomaru | stop, come to a halt 1D 5 tomeru stop
£T% tomoru | burn T tomosu burn, light
5K nagusamy cheer up, comfort SR nagusameriicheer, comfort
.43 narabu |line up, form aline WX 5 naraberu |line up
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Vi Vt
Japanese |English Japanese English
Type:S=0

ng 2 naru ring, sound g &9 narasu ring, sound

b nieru boil, be boiled A niru boil

BN nitatsu | boil or simmer BV T% nitateru |boil or simmer

U5 nobiru  |extend, be stretchegffiy 4 nobasu  |extend, stretch, lengthen
stretch

K25 haeru grow R hayasu | grow

#HN B hagareru |peel off, come unstugk]hdd hagasu | peel off, tear off
from

LGER hajimaru | start, begin 1> 5 hajimeru | start, begin

mE 5 hamaru | fit D A hameru  |fit

B2 hayamaru | hasten, be hasty B4 hayameru | hasten

i 2 hareru swell fifE 559 harasu swell

i) (W) hareru | clear up, clear away, bt & 9 harasu clear up, clear away, dis-
sunny pel

HZb hieru cool, cool down, groW %<9 hiyasu cool, cool down
cold

K5 hikumaru | become lower, lower || {2 hikumeru | lower

BT % hirakeru | Open B < hiraku open

a5 hirugaeru | wave, turn over FIC hirugaesu | wave, change

ILh A hirogaru | spread, widen INGRA hirogeru | spread, widen

hE 5 hiromaru | spread h 5 hiromeru | spread, broaden

5E 2 % fueru increase FER Y fuyasu increase

Bz 5 fueru increase B9 fuyasu increase

&3 b fukamaru | deepen ED 5 fukameru |deepen

ot fukuramu | swell, expand 6 %94 fukuramasyinflate, expand, swell

b5 furu rain, precipitate (£ 3N furasu rain upon, send

436 TH % burasagarihang down, hang from || 32 & TF 4 burasagery suspend, hang

TS heru decrease, decrease (i 59 herasu | decrease, abate
size or number)

Hih A magaru | bend, turn ghiF A mageru  |bend

& EH A makiagaru| roll up AKX ¥4 makiageru |roll up
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Vi Vt
Japanese |English Japanese English
Type:S=0
RES  mazaru | mix, be mixed A mazeru  |mix, be mixed
#8% %2  matomaru |be settled, conclude, be cQRE¥> % matomeru |settle, conclude, put
lected in order
[@ % mawaru | turn, go round @]9 mawasu | turn, turn round
i < muku face, point towards mi+%  mukeru |face, point towards,
turn towards
#iFsH  mukeru |peel #< muku peel
BkZ2 A moeru burn PR moyasu  |burn
R5 modoru | return, turn back =D modosu | return, restore
i d  moreru  |leak, leak out #o5d morasu | let leak, leak
il 5  yakeru burn i < yaku burn, bake
5 < yawaragu |soften #151F % yawarageru soften
072 %  yudaru boil A  yuderu boil
RO yurumu  |loosen, be loose, becomiEs> 5  yurumeru |loosen
loose
¥NA  yureru shake 5 yuru shake
W74 4 yokotaward lie down W72 2 A yokotaeru |lay down, lie down
55% %  yowamaru | weaken, abate 556> %4  yowameru | weaken
HH< waku boil WA wakasu | boil
&< waku gush WH9d  wakasu | gush
B wataru extend b watasu | extend
#lpd  wareru |split, break 2 waru split, break, divide
Type: Passive
B A  agaru be fried, rise Wi¥ A ageru fry, lift
B2 %2 atatamaru | be warmed, get warm, war#gs> %4 atatameru | warm
oneself
#% 2  asumaru |gather, be gathered £ 5  atsumeru |collect, gather
R5 amaru remain, be left &7 amasu  |save, leave
tF % aratamaru | be renewed k&> A aratameru | renew, change
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Vi

Vt

Japanese

English

Japanese

English

Type: Passive

b areru be devastated, be stormy ||5t5 9 arasu devastate, lay waste

(18 itamu be damaged B4 itameru | damage

I RYAS) iradatsu | be excited, be irritated V. T % iradateru | excite, irritate

ML A uzumorery be buried MY A uzumeru |bury

) utsuru | be reflected g utsusu  |reflect, project

2 ) umaru | be buried MsH2A  umeru  |bury, bury (e.g.
one’s face in hands)

Fe DY) A urikireru | be sold out 720N Y) A urikiru sell out

i) uruou | be moistened 4 uruosu | moisten

R ¥ uwaru | be planted WZ% uer plant

HE B osamaru | be ruled, be at peace WA osameru [rule, govern

INZE 5 osamaru |subside, be obtained IR¥> %  osameru |Suppress, obtain

A E osamaru |be reached, be obtained || #1%>%  osameru |reach, obtain

< odoroku | be surprised BHhd  odorokasu| surprise

BAZ % obusaru | be carried BAES  obu carry

ii% % kaeru be hatched g kaesu hatch

Hn b kasureru |be grazed 5 kasuru  |graze

Frit < kataduku |be in order, be tidied, put infr {7 % katadukerd tidy up, tidy

order

L karamu | twine round, be tangled 5% %  karameru | bind, tangle

i~ 2 % kikoeru |be heard it < kiku hear

BlZ 2% «kkoeru |beaudible, be heard < kiku hear

RE D kimaru | be decided A kimeru | decide

= kiyomaru | become pure, be purified ||[{&& 4  kiyomeru | purify

s kiwamaru | go to extremes, be master@dig&> %5 kiwameru | attain, master, take

reach limit, terminate to limit, carry to ex-

tremes

HWir 2 kujikeru | be discouraged, be crushed #: < kujiku break, crush

= 3 kumoru | be clouded £&659  kumorasu | cloud
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Vi Vt
Japanese |English Japanese English
Type: Passive
< %% 4 kurumaru|be wrapped up aL kurumu  |wrap
EhH N A kogareru |be scorched #EH9  kogasu scorch
C7¢ A konareru | be digested Z7¢9  konasu |digest
B A kowareru | be broken 9  kowasu |break
#i+5% sakeru |be separated #1 < saku separate
F|& % sasaru |stickinto, be stuck, stick || %9 sasu thrust into, stick,
pierce
€% A  sadamaru| be decided, be fixed, becom&® 4  sadameru |decide, fix
settled
Wlir % sabakeru | be sold, be in order #l < sabaku |sell, handle
#F A shimaru |be constricted, be strangled & 4  shimeru |constrict, strangle
#E A shimaru |tigheten, be tied, be shut ||#& A  shimeru |tighten, tie
B sodatsu | grow up, be brought up, rai§g§C %4  sodateru |bring up, be brought
up
fil ) sorou  [match, be arranged, becoliiz 4  sorceru |arrange, put things
complete in order
Bim % tasukaru | be saved, be rescued Bhir %  tasukeru |save, rescue, help
#WZE A tamaru  |be accumulated, collect W5 tameru  |accumulate, amass
EXg) tawamu |be bent = A tawameru |bend
H &N A chigireru |be torn off H&E % chigiru tear, cut up fine
#EE A  chidimaru| shrink, be shortened fig¥> A chidimeru |reduce, shorten
B o h 4 chirakaru | be scattered, be in disorder| # & 713 chirakasu | scatter, scatter
around
{HF %5  tsukamarybe caught {25 tsukamaerycatch
HF %5  tsukamarybe caught H tsukamu | catch
#EM A tsukaru |be soaked in, be soaked, |pg T4  tsukeru |soak
pickled
f+< tsuku adhere to, be attached, caficht {74  tsukeru |attach, turn on
fire, adjoin

1
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Vi Vt
Japanese |English Japanese English
Type: Passive
fzbb tsutawaru |be handed down, be COIIWE: 5 tsutaeru | convey
veyed
END tsubureru | be crushed, be smashed || &9 tsubusu | crush, smash
ELE ) tsumaru | be stuffed, be blocked ED D tsumeru | stuff, block, pack
EF] tsumu | be stuffed, become fine EEL YA tsumeru | stuff, pack
%5 totonou | be prepared B,2h totonoeru | prepare, put in order
& bH b torawarery be caught WS 2A  toraeru  |catch
25 torokeru | be bewitched Bhrg torokasu | bewitch
E5 naoru be cured B naosu cure
B3 naoru be fixed, be cured [EACH naosu |repair, cure
< 7c A nakunaru | be lost, disappear <74 nakunasu|lose
ks nayamu |be distressed, be worried || {xZ 9 nayamasy distress, afflict
FitF A nitsumaru| be boiled down FIE¥H A nitsumeru| boil down
Wit 5 nukeru |come off, be thrown, comefk < nuku remove, throw, ex-
out tract
U B nobiru | be prolonged jadecn nobasu |prolong, lengthen
®2 noru ride, be placed on, geton || ¢ 3 noseru |give aride, place on
YA hazureru | come off, be disconnected || %4 hazusu |take off, disconnect,
unfasten
IREFSS  fukitobu | be blown off IR = FIFZ 9 fukitobasy blow off
EN B fusagaru | be blocked, be plugged up || Z£< fusagu | block, stop up
Luksy hekomu |become hollow, be dented || [ 9 hekomasy dent
VAR hedataru | be distant, be separated || F&T % hedateru | separate
s magireru | be diverted wmed magirasu | divert
Bnb makureru | be tucked up, be turned Upk % makuru  [tuck up, verb suffix
(inside out) to indicate reckless
abandon
HIT5 makeru | be defeated, lose =R makasu | defeat
F LN A mabureru | be smeared FRT mabusu | Smear
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Vi Vt

Japanese |English Japanese English

Type: Passive

57 9) mayou |be puzzled, be lost #K4HJ  mayowasu | puzzle, lose

HZ% mieu |beseen, bevisible || &2 miru see

#LA  midareru | be disorderd, be disoli, 9 midasu | put in disorder, disorder,
dered, get confused throw out of order

#H A michiru | be filled, be full Wi7z29 mitasu  [fill, satisfy

HAtH A mitsukary be found HAFHF A mitsukeru | find, be familiar

%N %A mureru |be steamed, be stuffy||Z& 9 musu steam

#&N 5  mureru |be steamed, be stuffy||22 59 murasu steam, cook by steam

A momeru | be wrinkled B momu wrinkle

k% 4%  yasumary be rested k¥ %  yasumeru |set at ease, rest

W5 yabureru | get broken, be torn, get % yaburu break, tear
torn

Bt A yabureru | be defeated A yaburu defeat

575 yogoreru | be stained, get dirty, bgy53" yogosu stain, disgrace, soil, dirty
come dirty, be dirty

A yorokobu|be  delighted, beElXd  yorokobasu| please, delight
pleased

A wakareru| branch off, be divided|| 43174 wakeru divide

VB9 wazurau |be  worried, worry|$84 3  wazurawasyworry, trouble
about

Type: Synthetic

i 4 asobu | play X9 asobasu |let play, let one play
XD ki live T ikasu revive, make live

i < kagayaku| shine ¥E/ 9 kagayakasy make shine, light up
3%  kabusaru|get coverd #k8 %  kabuseru |cover

#% % karamaru| become entwined L karamu  |entwine

Hiftbd  kareru |get hoarse, dry upfhis 9 karasu make hoarse, exhaust, let
wither wither, let dry

E41<  kizutsuku| get hurt, be hurt fB{+1F % kizutsukeru| hurt, wound
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Vi

Vt

Japanese

English

Japanese English

Type: Synthetic

##=% 4  shizumaru

get quiet, quieten, qu

-Ef¥ %4 shizumeru | quiet, calm, appease

eten down
B5h suberu slip, glide #5579 suberasu |let slip, let something
slip
GRS tooru pass, go through SEACE toosu let pass, allow through

e tobu fly

X tobasu |letfly, skip over

< naku cry BT nakasu make cry, make someone
cry

< 7c % nakunaru | get lost, lose, disappealf #< 9~  nakusu lose, remove, lose some-
thing

Bl#x 2  nareru  |become domesticated || Bl &9 narasu | domesticate

#iF 5 nigeru escape AT nigasu let escape, let loose

&5 nigoru get muddy, becomg#d nigosu muddy, make muddy

muddy

WE A nukumaru |get warm WA nukumeru |warm
#H A nukumoru |get warm A nukumeru |warm
BN AH nureru get wet ST nurasu wet, dampen

25 neru sleep, go to bed EHT  nekasu make sleep, put to sleep
WA nogareru |escape S nogasu let escape, let loose
X5 hikaru shine 59 hikarasu | make shine

i ad  fukureru | swell % & %9 fukuramasu make swell

AR1T A fuyakeru |get soaked AR0h ¢ fuyakasu | soak

*F A  marumaru | be round & A marumeru | make round

o motsu have %729  motasu let have

A moru leak 5T morasu let leak

FENA  yureru sway £ 5 H 9 yurugasu | make sway

EN b yojireru | get twisted "5 yojiru twist

Y55 wazurau  |worry

Y8 & >3 wazurawasymake worried
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Vi Vt
Japanese |English Japanese English
Type: Diff Head

&9 au match, fit GbT awasu bring together, join to-
gether

o < aonoku |look up MdiF 5 aonokeru |turn up (one’s face or a
card)

i < aomuku |look upward MEiF 4 aomukeru |turn up (ones face)

oL akaramu |become red Fr&8 % akarameru|blush

ZEh 5 agaru |rise, become prosperolisEiy 4 ageru raise

A agaru rise, enter FiF5 ageru raise, give

2 akiru be fed up, get tired of || A ¢ akasu weary, glut

BRI % akeru |dawn B9 akasu spend(the night)

HZ5 amaeru | fawn upon HLHF  amayakasy spoil

b b  arawarery appear Hbg arawasu | Show

%i’)h 5 arawarerul appear ?%i’)@" arawasu express

&5H8&8 %  awasaru |gettogether abh7 awasu |join together

&H&%  awasaru |gettogether &b¥%  awaseru |join together

323 awasaru | get together fite 5% awaseru |unite

WAL awadatsu | bubble WA T A  awadateru | beat

5 ikaru get angry BoT ikarasu  |anger someone

z5 itaru reach g itasu bring about

PRI S % iyamasary become still greater || FRiE iyamasu | increase (all the more)

ANt B irekawaru| change places AN Z A irekaeru  |replace

AMUE S irechigau | pass each other AFUE Z A irechigaeru| misplace

2 b ukaru | pass(an exam), pass |5} 5 ukeru take(an exam), under-
take

HEZ b usumaru |become thin, becomgis % usumeru | make thin, dilute

weak

K5 useru |disappear %5 ushinau | lose

1 < utsumuku| look down 15 < utsumukery cast down

5 < utsumuku| look downward T % utsumukery turn upside down

) utsuru | be reflected g utsusu copy
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FN%b  umareru |beborn AT umu give birth
#eft < enduku  |marry ¥+ %  endukeru |marry off
Ehb okureru | be late for, be late EoHT okurasu | delay, retard
¥z b okoru happen, occur [t okosu arouse, raise
Bl 2, okoru rise BHg okosu revive
(CEE osamaru |be controled, governnig 3 osameru | control, study
oneself
L EEE % oshitsumaryapproach the year end || # L 5% % oshitsumerd pack (in box)
Kbb osowaru |learn b oshieru  [teach
%bH#&E<  ochitsuku |calm down % HEIT S ochitsukeru| quiet
%bb ochiru fall, fail (e.g. exam) HLd otosu drop
ZB25 obieru be frightend Ehd obiyakasu |threaten
B omoi- occur to B omoi- be reminded of
FENE ukabu FHN%  ukaberu
KA oyobu reach AE oyobosu |influence
¥t D &7 A orikasanaru| lie on top of one anothe[#f V) 42 % orikasanerd fold back
T™h 3% oriru get off, go down, AT orosu let off, lower,
alight (e.g. from bus) take down
‘5 kakaru be suspended from T 3 kakeru hang
Lady kake- far apart L3 kake- put distance
VAR hedataru BT 5 hedateru | between
EXiT % kakeru gallop EX % karu spur on
5 kanau come true 2% kanaeru | grant (request, wish)
i karamaru | twine round 1B % karameru | bind
WHZ B kieru go out, disappear MY kesu extinguish
< kiku be effective g kikasu use
%55 kiru wear EE 5 kiseru dress, put on clothes
Tn s kireru be cut off IR kirasu run short of
BWASD  kuiau fit together BWEDHT kuiawasu |clench
£ kuu eat BbHT kuwasu |feed
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<9 A kusuburu |smoke <9gN5%  kusuberu |fumigate
HA?L A kuzureru | collapse 9 kuzusu destroy
T3 kudaru go down, descend, gefF 3 kudasu lower

down
T4 kudaru go down T35 kudasaru | bestow
< »2>< kuttsuku |adhereto < D14 kuttsukeru |attach
#Z A  kubomaru |below (as ahollow) |[|[H& 5 kubomeru | hollow out
S kuramu grow dizzy M d kuramasu |dazzle
£ kuruu go mad Ebd kuruwasu | drive mad
=L kurushimu |suffer EL¥A  kurushimerd torment, afflict
< A% 5% kuumaru |be wrapped up < A%¥%  kuumeru |lump together
HBE 2%  kuromaru |blacken B s kuromeru | make something black
&% kuwawaru |join, join in mz 5 kuwaeru |add, add to, append
2%  koeru get fat, become fertilg £ 29 koyasu fertilize, make fertile

grow fat
UL+ b kojireru | getworse ZUSHF  kojrasu  |aggravate
=115 % kotodukaru | be entrusted with ={t1F%  kotodukeru | sSend word
EHY S kotoyoseru | pretend BHET kotoyosu |find an excuse
L4 komoru be full of A 5 komeru include
B % koriu learn by experience || #59 korasu chastise
D  sakadatsu |bristle, stand up W T %  sakadateru |ruffle up, ruffle
JeND  sakidatsu | lead Fe3 T %  sakidateru |have go ahead
&5  sazukaru |receive, be gifted ®IF5 sazukeru | grant
EX < sawagu be excited EZHi g sawagasu |agitate
ko) shitagau | go along with Wz b shitagaeru |take along with
Hi b shireru become known H 5 shiru come to know
ENDL e be impatient, get impa-£& & 4 jirasu irritate

tient
T < suitsuku | stick to NI A suitsukeru | attract
&< suku be transparent BT sukasu look through
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] K83 sukumu | crouch, cower i 5 sukumeru | duck(head), shrug

EIT A sukeru | be transparent EHT sukasu look through

L susumu | make progress HED 5 susumeru | advance

Jill 0 b4 % suriagaru | be off the press Jill O EIF % suriageru |finish printing

#BH YN 5 surikireru |wear out #BHY)%  surkiru | cut by rubbing

EE D )i % surikireru |wear out FEN )4  surkin | cut by rubbing

O FF % surimukerd abrade WNH < surimuku | skin (one’s knee)

JiE 2 suwaru | Sit, squat 25 sueru set

FNb zureru slip, slide 957 zurasu shift, put off

& sou go along with, accomtikz % soeru add to

pany

#8F A sogeru be hollow #;< sogu diminish

E25 sobieru  |rise 2L/ g sobiyakasu | raise

‘N5 soreru deviate, stray from sulj- & 3 sorasu divert, turn away

ject

#iz 5 taeru die out Hag tayasu exterminate

Bl s taoreru | fall down, collapse &4 taosu bring down, knock
down, throw down

=mE b takamaru |rise B 5 takameru | raise

Vb A A tachiagaru| stand up V.5 FIF A tachiageru | boot (a computer)

o tatsu stand ET5 tateru build

At < chikaduku | approach % chikadukery allow to come near, bring
near

EH 5 chikayoru |approach JEZ4 A chikayoserd bring close to

Y| chikara- | by force Y| chikara- | encourage

< duku 15 dukeru

=) chigau |deviate, differ EZb chigaeru | break (one’s word), alter,
change

HZ5 tsuieru | collapse G tsuiyasu | waste

EZ5 tsuieru | collapse BT tsuiyasu  |spend

2 % tsukaeru | be usable 185 tsukau use
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9 tsugau | mate EL5 tsugaeru | fix (an arrow to a string)
ZEX | X A tsukisasarystick into ZeXx 4 tsukisasu | Stab
ZEXj®EA  tsukitooru | penetrate ZEXET  tsukitoosu| pierce
5k < tsuku settle in T 5 tsukeru | put
%< tsuku arrive at T4 tsukeru | arrive
28537  tsuttatsu | Stand up 22531 4 tsuttateru | Stab
WE 2 tsudumaru| shrink D A tsudumery reduce
L) = tsutomaru | be fit for e A tsutomeru| serve
LR tsutomaru | be fit for ¥ A tsutomeru| act as
Bhb tsunagaru | be tied together B A tsunageru| connect
A tsumi- accumulate A tsumi- | be piled up
A kasanaru Hhbd kasaneru
[ tsuyomaru| grow strong, get strong|| 5 2 tsuyomerd Strenghten, strengthen
pE XA tsuranaru | lie in a row, extend Hta b tsuraneru | line up, link
BN 5 tereru be shy B ST terasu | shine on
5 deru come out, go out g dasu remove, send out
EI A toozakaru | withdraw, go far off ESNF5  toozakeru|shun, keep away
JEIB < toonoku | become distant ERITA  toonokeru| keep at a distance
e B togaru become sharp 5T togarasu | sharpen
J& < todoku | arrive, reach =S todokeru | deliver
R todomaru | be fixed B> A todomeru | Stop
HE A tomaru | stay(at), stay, stay at (e g1 % tomeru  |lodge, give shelter to
hotel)

B0 tomu grow rich, be rich g8F7 tomasu |enrich
[=2) tomoru | burn =k tomosu | light
B b toreru be produced w5 toru take
B3 toreru come off i) toru take
B < doku retreat BT dokasu |remove
Wb nagareru | flow, stream e nagasu |wash away, pour, drain
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<% % nakunaru |die <7 nakusu |lose someone, lose
someone, wife, child, etc

<% % nakunaru |die T-<7%F nakunasu |lose someone, wife,
child, etc

1< natsuku |become attached to, hé&i} 2 natsukeru | win over, gain affection

attached, become emp-
tionally attached
JBE < nabiku bend BED T nabikasu |seduce
B b nareru | get used to, grow accustd &9 narasu  |tame, accustom
tomed to

(3 niou be fragrant Hbd niowasu | give out an odor, scent or
perfume

He> 5 nigiwau | prosper 9 nigivasu | make prosperous

&5 nigoru  |become muddy b nigosu | make muddy

5 niburu become less capable || §fi 59 niburasu | blunt

M5 niru resemble e 3 niseru  |imitate, copy

it 5 nukeru | come off, come out ®’hg nukasu  |leave out, omit

B % nugeru | come off < nugu take off, take off clothes

W nurumu | become lukewarm D B nurumeru | make less hot

BU#Ad  nejireru  [twist BLb nejiru screw

B3 neru sleep 245 nekaseru | put to sleep

B < noku retreat, get out of thgiRit 5 nokeru | expel, repel, remove

way

%5 nokoru  |remain %9 nokosu |leave, leave over, leave
(behind, over)

1L %% noshiagary stand on tiptoe L FIF % noshiagery promote

w5 noru appear in print, appedéft % noseru | publish, place on

(in print)
Ab hairu enter N ireru putin
{3<N A hagureru |go astray 13 < 5 D9 hagurakasiiput off
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RNF 5 hageru come off RH9 hagasu peel off, tear off
HF 5 hageru  |come off F#< hagu peel off, tear off
Bk4ai A hanekaeru | rebound Bk4aiR 9 hanekaesu | reject
DA< haritsuku | cling & D AT % haritsukeru | attach to a flat surface
with glue
HEDfF<  haritsuku | cling 5D AFT % haritsukeru | attach to a flat surface
with glue
s bareru come to light, leak out (Rl &9 barasu expose
secret)
5| X A% A hikisagaru | withdraw 5| X T IF 5 hikisageru |pull down
BlX#iZF A hikishimarul become tense 5l & #F5% 4 hikishimeru|tighten
Bl% > hikitatsu | become active Bl % . T % hikitateru | favour
5| > A hikkakaru |be caughtin 5| >} A hikkakeru |hang on
U->< Y hikkuri-  |be overturned U-< Y hikkuri- | turn over
B A kaeru B kaesu
5] -3A%r  hikkomu |draw back 5| - 3A¥ % hikkomeru |pull back, draw in
5] ->3ATr  hikkomu |withdraw 5| - 3A F 9 hikkomasu | pull back
7 < hirameku | flash (of thunder) NP hiramekasu| brandish
HUJAL  fudjikomu |entrap H UIiAY % fuujikomeru| shut in
k< fuku blow, blow (wind, etc) || Wx» 9 fukasu puff, smoke (a cigarette)
T 5 fukeru become ready to eat (a§ &» 7 fukasu steam
result of s
TNCE fusu lie down ®Re 2 fuseru lay down
B&N3ATr  furikomu | rain upon B N 3ASH 2 furikomeru |rain (or snow), keeping
people indoor
Z3 furuu shake EZb furueru shiver
A DM A butsukaru |appear, hit A% butsukeru | display, strike
13<N5A hogureru |come untied 13<9 hogusu | untie
% hosoru become thin He> 2 hosomeru | make narrow
fi#lr % hodokeru |loosen, come untiediF < hodoku solve, untie, take apart,
come apart unfasten
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TR < honomeku | be seen dimly JROH T honomekaslihint at
RO 5 horobiru | go to ruin, perish, be ru-# i3 9 horobosu | destroy
ined
X7 % bokeru  |fade - ACH bokasu shade off
% %4+<  makitsuku |twine around # & fHF % makitsukeru wreathe (e.g rope)
B A matagaru | Sit astride B< matagu straddle
EEESS] machigau |be wrong, make a migfEl3 2 4  machigaeru| mistake, make an error,
take err
39 madou be puzzled EYoXE madowasu | bewilder
B2 miru see RE3 miseru show
FE10N musubi- | be connected EE10N musubi-  |combine
+< tsuku or related 441 % tsukeru
il 5 moukaru | be profitable T 5 moukeru |earn, get
LIFa mogeru | come off LES mogiru pluck off
¥H EAY A mochiagary lift ¥H EIF A mochiageru| raise
Y FH A moriagaru [rouse Y FIF 4 moriageru |pile up
BEX{F<  yakitsuku |scorch X T A yakitsukeru | burn or bake into
D yakudatsu | be useful 1337 C A yakudateru | put to use
B|5 yadoru lodge (at), lodge ER yadosu conceive, keep
Fo yugamu |warp EH b yugameru | bend
f£5 yuru shake Fod yurasu rock
N5 yureru | shake Fod yurasu rock
F#5 yoru approach, visit HE 5 yoseru let come near, collect
E % wataru Cross over Eg watasu hand over, pass over
Type: Diff Structure
s kireru be cut off, be cut, cytty) 3 kiru cut
well
22X k1T A tsukinukery pierce through Zex k< tsukinuku |pierce
BE % teru shine RS9 terasu illuminate, shine on
O m<  fuimuku |turn one’s face %D T % furimukeru [turn
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