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Abstract

We propose a cross-domain recommendation
method for predicting the ratings of items
in different domains, where neither users nor
items are shared across domains. The pro-
posed method is based on matrix factoriza-
tion, which learns a latent vector for each
user and each item. Matrix factorization
techniques for a single-domain fail in the
cross-domain recommendation task because
the learned latent vectors are not aligned over
different domains. The proposed method
assumes that latent vectors in different do-
mains are generated from a common Gaus-
sian distribution with a full covariance ma-
trix. By inferring the mean and covariance
of the common Gaussian from given cross-
domain rating matrices, the latent factors
are aligned, which enables us to predict rat-
ings in different domains. Experiments con-
ducted on rating datasets from a wide variety
of domains, e.g., movie, books and electron-
ics, demonstrate that the proposed method
achieves higher performance for predicting
cross-domain ratings than existing methods.

1 Introduction

Recommender systems are widely used in online stores
because they help users to find the users’ favorite items
from the huge number of items available. They usu-
ally suggest items to users in a single domain, e.g.
the items available in that store. However, if a store
recommends items from different stores, the store can
improve its profit. Moreover, presenting items that
are not those of the store can allow users to find unex-
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pected, but well-appreciated, items through serendip-
ity [31].

To create this functionality, a number of cross-domain
recommendation methods have been proposed [6, 8,
14, 23]. Most of the methods assume that there are
shared users or items. However, shared users and
items might be unavailable if the different domains
have totally different items, different stores use dif-
ferent databases, and the sharing of user information
might be restricted to preserve privacy.

Our task in this paper is to recommend items in
different domains, where neither users nor items are
shared across the domains, as shown in Figure 1. For
this task, we propose a cross-domain recommendation
method based on matrix factorization [18, 25], which
has been successfully used for single-domain recom-
mendation. Matrix factorization learns a latent vector
for each user and each item given a user-item rating
matrix, and predicts missing ratings using the latent
vectors. However, standard matrix factorization tech-
niques fail to predict cross-domain ratings in the ab-
sence of shared users and items, because the latent
vectors are inferred individually in each domain, and
the latent factors are not aligned across different do-
mains.

The proposed method assumes that latent vectors in
different domains are generated from a common Gaus-
sian distribution with an unknown mean vector and
full covariance matrix as shown in Figure 2. By infer-
ring the shared mean and covariance of the Gaussian
from given cross-domain rating matrices, the latent
factors are aligned across different domains, which en-
ables us to predict ratings in different domains.

When two domains are related, e.g., movie and book
ratings, their latent factors would be similar. Suppose
that each latent factor represents a genre; for example
a high value of a factor in an item latent vector in-
dicates the item is SF movie, and a high value of the
factor in a user latent vector indicates the user likes SF
movie. We can expect that users who like SF movie
also like SF books. By aligning latent factors, e.g.,
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Figure 1: Two domain rating matrices without shared
users or items. Ratings in unshaded parts can be ob-
served, and those in shaded parts are missing. The
task in our paper is, given rating matrices without
shared users or items, to predict missing ratings in
off-diagonal blocks.

the SF movie factor and SF book factor, across differ-
ent domains, SF movies can be recommended to users
who like SF books. The mean and covariance values
help to align the latent factors. The mean value rep-
resents popularity of the latent factor. The popularity
of romance movies would be similar to the popular-
ity of romance books. The covariance value represents
correlation between two latent factors. The correla-
tion between genres would be similar across different
but related domains; users who like fantasy movies
like SF movies, and also users who like fantasy books
like SF books. The proposed method finds the corre-
spondence between latent factors in different domains
by using the mean and covariance information with
shared Gaussian distributions.

The remainder of this paper is organized as follows.
Section 2 reviews related work. In Section 3, we pro-
pose a cross-domain recommendation method based on
matrix factorization with shared latent vector distri-
butions, and present its inference procedures based on
Gibbs sampling. Section 4 demonstrates the effective-
ness of the proposed method with experiments on rat-
ing datasets in a wide variety of domains, e.g., movie,
books and electronics. Finally, we present concluding
remarks and a discussion of future work in Section 5.

2 Related work

Collaborative filtering is a technique to predict missing
user preferences by using observed user-item prefer-
ence data. Single-domain collaborative filtering meth-
ods, such as matrix factorization [18, 25] and nearest
neighbor based methods [27], can be used for cross-
domain recommendations by aggregating datasets
from multiple domains into a single user-item rating
matrix if there are shared users or items. However, the
overlap of users and items across different domains is
small and single-domain collaborative filtering meth-
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Figure 2: The proposed method is based on matrix
factorization, where mean and covariance structures
of latent vectors are shared across different domains.
The first domain contains items (book1, book2, · · · )
and users (user1, user2, · · · ). The second domain con-
tains items (movie1, movie2, · · · ) and users (userA,
userB, · · · ). The task is to predict ratings in different
domains, e.g., a rating of userA to book1, and that of
user2 to movie1.

ods are biased [6]. To alleviate the bias, a number
of cross-domain collaborative filtering methods have
been proposed [6, 14, 23]; these methods also assume
shared users or items.

A limited number of cross-domain methods that do
not require shared users and items have been pro-
posed [9, 20, 30]. Multi-domain collaborative filter-
ing [30] is based on matrix factorization, in which the
relationships among user latent factors in different do-
mains are modeled by a matrix-variate Gaussian distri-
bution, and latent vectors are generated from Gaussian
distributions with zero mean and diagonal covariance.
Although this method is close to the proposed method,
the proposed method can find relationships across do-
mains by utilizing both the mean vectors and full co-
variance matrices for both the user and item latent vec-
tors. A rating-matrix generative model [20] transfers
information across domains by sharing implicit cluster-
level rating patterns. A cluster-level latent factor
model [9] assumes common latent and domain-specific
rating patterns in matrix tri-factorization. These ex-
isting methods try to improve the performance of pre-
dicting ratings in a target domain by using data in
other domains to alleviate the data sparsity problem
in the target domain. On the other hand, our task
is to predict ratings of user-item pairs in different do-
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mains. To our knowledge, this paper is the first study
to demonstrate the prediction of ratings in different
domains without shared users or items. In [6], it is
noted that when there is no domain overlap, the only
approach available is non-personalized collaborative
filtering, e.g. recommending the most popular items,
or predicting item ratings by the average ratings over
users.

Content-based cross-domain recommendation meth-
ods have also been proposed [3, 22]. They require aux-
iliary information, such as user demographics and item
content information, to calculate similarities between
users/items in different domains. In contrast, the pro-
posed method does not require any information other
than the rating matrices from the domains.

The proposed method is based on Bayesian probabilis-
tic matrix factorization [25], which has achieved high
predictive performance for single-domain recommen-
dation. In particular, the propose method applies, in
effect, Bayesian probabilistic matrix factorization to
a single large rating matrix constructed by combin-
ing ratings in all of the domains, where ratings among
different domains are assumed to be missing values.

The proposed method is related to unsupervised ob-
ject matching methods, which find correspondence be-
tween objects, or users and items, in different domains
without alignment information [11, 24, 29, 17, 15]. The
proposed method does not directly find the correspon-
dence between user and item, but finds the correspon-
dence between latent factors by sharing mean and co-
variance structures.

Latent semantic matching [13] learns latent vectors in-
dividually in each domain, and then uses unsupervised
object matching methods to find the alignment of la-
tent factors across different domains. Because of its
two stage procedure, the learned latent vectors might
not be suitable when aligned, and the accumulation
of errors in the latent vector learning stage cannot be
corrected in the factor alignment stage. On the other
hand, since the proposed method simultaneously infers
latent vectors and their factor alignments in a single
framework, latent vectors are inferred so as to be op-
timal when their factors are aligned across multiple
domains.

3 Proposed method

3.1 Model

We assume that we are given user-item rating matri-
ces in D domains R = (R1, · · · ,RD), where Rd ∈
RNd×Md is the rating matrix of domain d, Nd is the
number of users in domain d, and Md is the number of

items in domain d. The (n,m) element of Rd, rdnm,
represents the rating of user n to item m in domain d;
Rd can contain missing values. The task is to predict
ratings of user-item pairs from different domains.

We assume that each user has latent vector udn ∈
RK×1, and each item has latent vector vdm ∈ RK×1,
where K is the number of latent factors. Rating rdnm
is generated from a Gaussian distribution with mean
u⊤
dnvdm and variance α−1, rdnm ∼ N (u⊤

dnvdm, α−1).
Inferring the latent vectors individually in each domain
fails to predict cross-domain ratings because latent fac-
tors are randomly aligned if the overlap is nil. We try
to align latent factors by assuming that user latent vec-
tors in all domains are generated from a common full
covariance Gaussian distribution, udn ∼ N (µu,Λ

−1
u ),

and item latent vectors in all domains are as well,
vdm ∼ N (µv,Λ

−1
v ). This means that latent fac-

tors have the same mean vector and covariance ma-
trix across different domains. By inferring the mean
and covariance from given cross-domain rating matri-
ces, the latent factors are aligned, which enables us to
predict ratings in different domains. For the parame-
ters of the shared Gaussian distributions, (µu,Λu) and
(µv,Λv), conjugate Gaussian-Wishart priors are used.

In summary, the proposed method generates rating
matrices from multiple domains R according to the
following process,

1. Draw user latent vector precision matrix
ΛU ∼ W(W0, ν0)

2. Draw user latent vector mean
µU ∼ N (µ0, (β0ΛU)

−1)

3. Draw item latent vector precision matrix
ΛV ∼ W(W0, ν0)

4. Draw item latent vector mean
µV ∼ N (µ0, (β0ΛV)

−1)

5. For each domain d = 1, · · · , D

(a) For each user n = 1, · · · , Nd

i. Draw user latent vector
udn ∼ N (µU,Λ

−1
U )

(b) For each item m = 1, · · · ,Md

i. Draw item latent vector
vdn ∼ N (µV,Λ

−1
V )

(c) For each user n = 1, · · · , Nd

i. For each item m ∈ Mdn

A. Draw rating
rdnm ∼ N (u⊤

dnvdm, α−1).

Here, Mdn is a set of items rated by user n in do-
main d, and W(Λ|W0, ν0) represents a Wishart dis-
tribution, where W is a K × K symmetric positive
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Figure 3: Graphic model representation of the pro-
posed method.

definite matrix, and ν0 > K − 1 is the number of de-
grees of freedom. The mean of this distribution is νW.
Figure 3 shows the graphical model representation of
the proposed method, where the shaded and unshaded
nodes indicate observed and latent variables, respec-
tively. The scales of ratings are assumed to be the
same over all domains. If the scales are different, they
can be unified by normalizing ratings for each domain
in a preprocessing step.

3.2 Inference

The unknown parameters in the proposed method are
user latent vectors U = ((udn)

Nd
n=1)

D
d=1, item latent

vectors V = ((vdm)Md
m=1)

D
d=1, and shared Gaussian pa-

rameters (µu,Λu) and (µv,Λv). They are inferred
by Gibbs sampling, where each parameter is sam-
pled from its conditional distribution given the cur-
rent state of all the other parameters. Because the
proposed method uses conjugate priors for the param-
eters, the conditional distributions can be analytically
obtained as described in [25]. The conditional proba-
bility for a user latent vector is given by

p(udn|R,V,µu,Λu, α) = N (µdn,Λdn), (1)

where

µdn = Λ−1
dn

(
α
∑

m∈Mdn

vdmrnm +Λuµu

)
, (2)

Λdn = Λu + α
∑

m∈Mdn

vmv⊤
m, (3)

are the mean and precision matrix of the posterior
Gaussian distribution of user latent vector udn, re-
spectively. Similarly, the conditional probability for
an item latent vector is given by

p(vdn|R,U,µv,Λv, α) = N (µdm,Λdm), (4)

where

µdm = Λ−1
dm

(
α
∑

n∈Ndm

udnrnm +Λvµv

)
, (5)

Λdm = Λv + α
∑

n∈Ndm

unu
⊤
n , (6)

are the mean and precision matrix of the posterior
Gaussian distribution of item latent vector vdm, re-
spectively. Here, Ndm is the set of users who give
ratings to item m in domain d.

The shared mean and covariance matrix for user la-
tent vectors are sampled from the following posterior
Gaussian-Wishart distribution

p(µu,Λu|U,W0, ν0, β0,µ0)

= N (µu|µ0u, (β0uΛu)
−1)W(Λu|W0u, ν0u), (7)

where

N =

D∑
d=1

Nd, µ0u =
β0µ0 +N ū

β0 +N
, (8)

β0u = β0 +N, ν0u = ν0 +N, (9)

W−1
0u = W−1

0 +N S̄u +
β0N

β0 +N
(µ0 − ū)(µ0 − ū)⊤,

(10)

ū =
1

N

D∑
d=1

Nd∑
n=1

udn, (11)

S̄u =
1

N

D∑
d=1

Nd∑
n=1

(udn − ū)(udn − ū)⊤. (12)

In the same way, the shared mean and covariance ma-
trix for item latent vectors are sampled from the pos-
terior distribution

p(µv,Λv|V,W0, ν0, β0,µ0)

= N (µv|µ0v, (β0vΛv)
−1)W(Λv|W0v, ν0v), (13)

where

M =

D∑
d=1

Md, µ0v =
β0µ0 +M v̄

β0 +M
, (14)

β0v = β0 +M, ν0v = ν0 +M, (15)
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W−1
0v = W−1

0 +M S̄v +
β0M

β0 +M
(µ0 − v̄)(µ0 − v̄)⊤,

(16)

v̄ =
1

M

D∑
d=1

Md∑
m=1

vdm, (17)

S̄v =
1

M

D∑
d=1

Md∑
m=1

(vdm − v̄)(vdm − v̄)⊤. (18)

To initialize the latent vectors we use the result of
the maximum a posteriori (MAP) estimation based
on the probabilistic matrix factorization model [21].
Then, we iterate the sampling of shared means and
covariances µu,Λu,µv,Λv by (7) and (13), user latent
vectors U by (1), and item latent vectors V by (4).
The rating of user n in domain d to item m in domain
d′ is estimated by averaging over the samples after a
burn-in period

r̂dnd′m =
1

S

S∑
s=1

r
(s)
dnd′m, (19)

where S is the number of samples, and r
(s)
dnd′m is the

sth sample that is sampled by the following Gaussian
distribution

rdnd′m ∼ N (u⊤
dnvd′m, α−1). (20)

The averaging means that ratings are predicted by
the posterior distribution of the latent vectors in a
Bayesian framework, but not by the point estimates.
For all of the experiments, we used the following hyper-
parameters: W0 = I, ν0 = K,β0 = 1,µ0 = 0, α = 2.

4 Experiments

4.1 Datasets

We evaluated the proposed method on the following
three movie rating datasets: Movielens [12], Each-
Movie and Netflix [2], and Amazon review rating
datasets from the following six categories: Book, DVD,
Electronics, Kitchen, Music and Video [5]. The num-
bers of users, items and ratings for each dataset are
shown in Table 1.

For the movie datasets, we generated two rating ma-
trices for each dataset with no overlap. In detail, users
and items are randomly split into two groups of equal
size, and the ratings between users and items assigned
into the same group are used for training, and those
assigned to different groups are used for testing, as in
Figure 1.

Table 1: Statistics of datasets used in our experiments.
#users #items #ratings

Movielens 943 1,682 100,000
Eachmovie 61,265 1,623 2,811,718
Netflix 480,189 17,770 100,480,507
Book 21,237 65,044 248,829
DVD 3,915 10,868 35,350
Elec. 372 2,148 797
Kitchen 317 1,563 727
Music 4,157 14,738 39,350
Video 1,816 3,339 12,070

For the Amazon datasets, we generated two rating ma-
trices using each pair of categories with no overlap. For
each category pair, users are randomly split into two
groups, and the ratings of users in the first (second)
group to items in the first (second) category are used
for training, and the rest are used for testing.

4.2 Comparing the methods

We compared the proposed method with seven meth-
ods: CLFM, MF-MM, LSM, MF, Mean-U, Mean-
I and Mean, which are explained below. CLFM
(cluster-level latent factor model) [9] is a cross-domain
recommendation method that assumes common la-
tent and domain-specific rating patterns in matrix
tri-factorization. With MF-MM (matrix factoriza-
tion with mean matching), latent vectors for each
domain are obtained individually by MAP estima-
tion based on the probabilistic matrix factorization
model [21]. Then, the latent factors in different do-
mains are aligned by sorting them by their mean val-
ues. LSM (latent semantic matching) [13] finds align-
ment of the latent factors across different domains by
convex kernelized sorting [7]. Convex kernelized sort-
ing is a kernel based unsupervised object matching
method that finds correspondence by maximizing the
dependency measured in terms of Hilbert-Schmidt in-
formation criterion [10]. The MF (probabilistic matrix
factorization) does not align latent factors. We in-
cluded MF to show how well a single-domain method
works for our task. The Mean-U (mean value for each
user) method predicts ratings by the mean value for
the user. It cannot be used for recommendation be-
cause it predicts the same rating for all the items for
each user. The Mean-I (mean value for each item)
method predicts ratings by the mean value for the
item. It cannot personalize recommendations, and it
suggests popular items. The Mean method predicts
ratings by the mean value of all ratings. For all of
the matrix factorization based methods (the proposed
method, CLFM, MF-MM and LSM), the number of
latent factors was set at K = 30.
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4.3 Results

The task is to predict ratings in different domains.
Table 2 shows the root mean squared error (RMSE)
for test data, as averaged over 30 experiments. The
proposed method achieved the lowest RMSE in 15
of the 18 datasets. CLFM achieved low error in the
movie datasets because the statistical properties of two
domains in each movie dataset are the same, which
are generated from a single rating matrix. However,
CLFM failed to predict ratings in different categories
in the Amazon datasets, because different categories
have different properties. On the other hand, the
RMSE values of the proposed method were consis-
tently low for all datasets examined, which indicates
that the proposed method can well handle domains
with different properties. The RMSE of MF-MM was
also relatively low in the movie datasets, but high in
the Amazon datasets. LSM yielded worse RMSE than
MF-MM, which indicates that the mean values of la-
tent factors are informative for aligning factors. The
proposed method improves the predictive performance
by using the mean values as well as the covariance in-
formation for aligning factors. MF had high RMSE for
all datasets, which shows that single-domain methods
fail at cross-domain rating prediction given the lack of
shared users and items.

Table 3 shows the average test RMSE of the proposed
method for each pair of categories. The difficulty of
rating prediction largely depends on the item cate-
gory. For example, the RMSEs for the Electronics
items were generally higher than those for the Music
items. The RMSE for the Video (DVD) users to the
DVD (Video) items were lower than the average of the
DVD (Video) items. This is reasonable because DVD
and Video are closely related categories. The RMSEs
for the Book items did not vary when user category
was changed, and the RMSEs of the Book users were
high for all item categories. This is because there were
many users and items in the Book category, and latent
factors were learned mainly for the Book category but
not for the other category.

Figure 4 shows the average test RMSEs with differ-
ent numbers of latent factors in the Movielens dataset.
When there were more than a few latent factors, the
proposed method achieved the best performance. The
proposed method did not overfit even when there were
many latent factors.

Figure 5 shows the test RMSEs over inference iter-
ation with the Movielens dataset. The burn-in pe-
riod was 1,000. In the burn-in period, the test RM-
SEs were calculated by a sample; after burn-in, they
were calculated by averaging over samples. At the
first iteration, the RMSE was very high, where the
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Figure 4: Average test RMSEs with different numbers
of latent factors with the Movielens dataset.
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Figure 5: Test RMSEs over inference iteration number
with the Movielens dataset. The burn-in period was
1,000.

MAP estimate by the probabilistic matrix factoriza-
tion was used. With a small number of iterations, the
RMSE decreased drastically due to the use of shared
mean and covariance values. After the burn-in period,
the RMSE decreased again by averaging over multiple
samples with the Bayesian prediction framework.

Figure 6 shows the empirical mean vectors and covari-
ance matrices of latent vectors for each domain esti-
mated by (a) MF and (b) the proposed method. With
MF, the latent factors are not aligned; the mean and
covariance values of different domains are different. On
the other hand, with the proposed method, the latent
factors are aligned, which enables the latent vectors to
be used in predicting cross-domain ratings.

5 Conclusion

We proposed a cross-domain recommendation method
that can predict ratings in different domains even if
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Table 2: Average test RMSE. Values in bold typeface are statistically better (at the 5% level) from those in
normal typeface as indicated by a paired t-test.

Proposed CLFM MF-MM LSM MF Mean-U Mean-I Mean
Movielens 0.925 0.963 1.090 1.948 2.696 1.063 1.093 1.266
Eachmovie 0.961 1.036 1.188 2.217 2.696 1.324 1.230 1.564
Netflix 1.043 0.927 1.086 2.081 2.819 1.000 1.022 1.176
Book-DVD 1.178 3.158 3.134 3.453 3.406 1.507 1.616 1.338
Book-Elec. 1.180 3.558 3.487 3.488 3.488 1.451 1.618 1.341
Book-Kitchen 1.181 3.557 3.485 3.487 3.487 1.442 1.617 1.343
Book-Music 1.138 3.284 3.225 3.476 3.507 1.388 1.544 1.278
Book-Video 1.184 3.385 3.332 3.471 3.477 1.479 1.629 1.353
DVD-Elec. 1.135 3.452 3.415 3.420 3.419 1.416 1.605 1.315
DVD-Kitchen 1.128 3.473 3.427 3.430 3.430 1.404 1.585 1.295
DVD-Music 1.041 2.945 2.951 3.412 3.514 1.328 1.344 1.110
DVD-Video 1.053 2.118 2.502 3.117 3.391 1.125 1.664 1.392
Elec.-Kitchen 1.369 3.600 3.436 3.437 3.441 2.024 1.930 1.787
Elec.-Music 0.953 4.465 3.596 3.599 3.597 1.056 1.139 0.914
Elec.-Video 1.317 3.470 3.326 3.329 3.328 1.827 2.061 1.764
Kitchen-Music 0.948 4.503 3.601 3.603 3.604 1.035 1.123 0.900
Kitchen-Video 1.300 3.490 3.340 3.346 3.347 1.796 2.080 1.711
Music-Video 1.045 3.273 3.245 3.527 3.540 1.333 1.334 1.106
average 1.112 2.940 2.937 3.214 3.344 1.389 1.513 1.331

Table 3: Average test RMSE of the proposed method for each pair of categories in Amazon datasets. For
example, the value in the Book-row of the DVD-column shows the RMSE for the rating prediction of users in
the Book category to items in the DVD category. Values in bold typeface indicate the lowest values in each item
category (column).

user \ item Book DVD Elec. Kitchen Music Video average
Book - 1.201 1.551 1.402 1.038 1.310 1.300
DVD 1.175 - 1.489 1.376 0.962 1.094 1.219
Elec. 1.178 1.126 - 1.295 0.938 1.312 1.170
Kitchen 1.180 1.121 1.437 - 0.938 1.300 1.195
Music 1.155 1.125 1.493 1.381 - 1.303 1.291
Video 1.177 1.033 1.405 1.282 0.955 - 1.170
average 1.173 1.121 1.475 1.347 0.966 1.264 1.047

neither shared users nor items are available. The pro-
posed method aligns latent factors in different domains
by assuming the latent factors have common mean and
covariance structures that are shared by all domains.
Experiments on real-world data sets confirmed that
the proposed method achieved better predictive per-
formance for ratings in different domains.

Although our results are encouraging, we must extend
our approach in a number of directions. First, the
interpretability of the inferred latent factors must be
improved. The inferred latent factors in our experi-
ments were not interpretable as genres or topics. It
is because the proposed method allows latent factors
to have arbitrary sign, and involves complex cancella-
tions between positive and negative latent factors [19].
The interpretability might be improved by using non-
negativity constraints. Second, we would like to ex-

tend the proposed method to handle domain hetero-
geneity. The proposed method described here assumes
that all domains share a common distribution for gen-
erating latent vectors. However, some latent factors
are used only for a certain domain, and relationships
between domains would be different. By introducing
domain-specific latent factors as well as shared, do-
main heterogeneity could be modeled as introduced in
canonical correlation analysis [1, 16, 26, 28]. Third, the
proposed framework can be applied to different types
of datasets by using other distributions for the obser-
vation. The proposed method assumes Gaussian ob-
servation noise for rating matrices. In the case of bag-
of-words data, multiple topic models with shared mean
and covariance structures can be an option, where a
correlated topic model [4] is used as a component. Fi-
nally, the performance of the proposed method can be
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Figure 6: Empirical mean vectors and covariance matrices of latent vectors for each domain estimated by (a)
single-domain matrix factorization and (b) the proposed cross-domain method. The empirical mean vector of

user latent vectors for domain d is calculated by ūd = 1
Nd

∑Nd

n=1 udn, and the covariance matrix for domain

d is calculated by S̄ud = 1
Nd

∑Nd

n=1(udn − ūd)(udn − ūd)
⊤. The empirical mean vector of item latent vectors

for domain d is calculated by v̄d = 1
Md

∑Md

m=1 vdm, and the covariance matrix for domain d is calculated by

S̄vd = 1
Md

∑Md

m=1(vdm − v̄d)(vdm − v̄d)
⊤. With regard to the bar graph for the mean, the horizontal axis

represents latent factor indices, and the vertical axis represents their mean values. For covariance, the horizontal
and vertical axes represent latent factor indices, and the color shows their covariance values. They were calculated
by the last sample in the inference with the proposed method.

improved in a semi-supervised setting by using a small
number of shared users or items, and auxiliary infor-
mation, such as user demographics and item content
information.
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