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PAPER

Subband-Based Blind Separation for Convolutive Mixtures of
Speech

Shoko ARAKI†a), Shoji MAKINO†, Members, Robert AICHNER††, Nonmember, Tsuyoki NISHIKAWA†††,
and Hiroshi SARUWATARI†††, Members

SUMMARY We propose utilizing subband-based blind source separa-
tion (BSS) for convolutive mixtures of speech. This is motivated by the
drawback of frequency-domain BSS, i.e., when a long frame with a fixed
long frame-shift is used to cover reverberation, the number of samples in
each frequency decreases and the separation performance is degraded. In
subband BSS, (1) by using a moderate number of subbands, a sufficient
number of samples can be held in each subband, and (2) by using FIR fil-
ters in each subband, we can manage long reverberation. We confirm that
subband BSS achieves better performance than frequency-domain BSS.
Moreover, subband BSS allows us to select a separation method suited to
each subband. Using this advantage, we propose efficient separation proce-
dures that consider the frequency characteristics of room reverberation and
speech signals (3) by using longer unmixing filters in low frequency bands
and (4) by adopting an overlap-blockshift in BSS’s batch adaptation in low
frequency bands. Consequently, frequency-dependent subband processing
is successfully realized with the proposed subband BSS.
key words: blind source separation, speech separation, convolutive mix-
tures, subband processing, frequency dependent processing

1. Introduction

Blind source separation (BSS) is an approach that estimates
original source signals si(n) using only information on the
mixed signals x j(n) observed in each input channel. We con-
sider the BSS of speech signals in a real environment, i.e.,
the BSS of convolutive mixtures of speech. In a real envi-
ronment, signals are filtered by the acoustic room channel.
To separate such complicated mixtures, we need to estimate
the unmixing filters of several thousand taps.

Several methods have been proposed for achieving the
BSS of convolutive mixtures [1], [2], most of which utilize
independent component analysis (ICA). To solve the convo-
lutive BSS problem, algorithms in time and frequency do-
mains have been proposed [3]–[11].

In time-domain BSS, ICA is directly applied to con-
volutive mixtures, and unmixing FIR filters are directly es-
timated (e.g. [3]–[5]). Therefore, the independence of out-
puts can be evaluated directly. However, the convergence
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of most time-domain BSS algorithms is generally slower
than that of frequency-domain methods because the adap-
tation of such long filters is very complex. Computational
complexity is also a problem. Moreover, most time-domain
BSS algorithms have another problem: the whitening effect.
Since most time-domain BSS algorithms were designed for
i.i.d. signals, such algorithms try to make output signals both
spatially and temporally independent [3], [7]. When apply-
ing such time-domain BSS algorithms to mixtures of speech
signals, the output speech signals are whitened and sound
unnatural.

By contrast, in frequency-domain BSS, mixtures are
converted into the frequency domain, and ICA is applied
to instantaneous mixtures in each frequency (e.g. [8]–[11]).
Although we can greatly reduce computational complexity
by using frequency-domain BSS, frequency-domain BSS al-
gorithms have inherent problems, namely, permutation and
scaling problems, which result in the estimated source signal
being recovered with a different permutation and gain in dif-
ferent frequency bins. Some solutions have been provided
for these problems [8], [11]–[14].

Furthermore, we have shown that performance be-
comes poor with frequency-domain BSS when using a long
frame to estimate a long unmixing filter that can cover
realistic reverberation [15], [16]. In a real environment,
since impulse response changes momentarily, it is therefore
preferable to estimate unmixing filters using adaptation data
that are as short as possible. However, when using a longer
frame for a few seconds of speech mixtures to convert sig-
nals into the frequency domain, the number of samples in
each frequency bin becomes small, and therefore, we can-
not correctly estimate the statistics in each frequency bin.
This means that, in such a case, independence is not eval-
uated correctly. This is our strongest reason for employing
our subband-domain BSS method.

Motivated by these facts, we propose utilizing a BSS
method that employs subband processing, hereafter called
subband BSS. With subband BSS, observed signals are con-
verted into the subband domain with a filterbank and then
separated in each subband using a time-domain BSS algo-
rithm. Then unmixed signals in each subband are synthe-
sized to obtain fullband unmixed signals. With this method,
since we can choose a moderate number of subbands, we
can maintain a sufficient number of samples in each sub-
band. The subband system also allows us to estimate FIR
filters as unmixing filters in each subband. Moreover, as the
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unmixing filter length in each subband is shorter than that
for time-domain BSS, it is easier to estimate unmixing fil-
ters than in time-domain BSS. Therefore, we can obtain un-
mixing filters long enough to cover reverberation. That is,
the subband BSS approach copes with both the frequency-
domain approach’s difficulty in estimating statistics and the
time-domain technique’s difficulty in adapting many param-
eters. Confirming this point is one of our aims of this paper.

Subband BSS has other advantages. First, its permuta-
tion problem is less serious than in frequency-domain BSS.
This is because the permutation problem does not occur in
each subband and, therefore, there are fewer permutation
problems in subband BSS. Second, subband BSS can mit-
igate the whitening effect, which is troublesome in a time-
domain BSS algorithm usually designed for i.i.d. signals, by
limiting it in each subband.

Previous studies have used subband processing for BSS
[17]–[20] to reduce computational complexity. By contrast,
our main aim is to maintain the number of samples in each
subband so that independence is properly evaluated. Al-
though some authors [19], [20] utilized a scalar coefficient
for the unmixing system in each subband, in this paper we
use FIR filters for this purpose so as to estimate sufficiently
long unmixing filters to cover reverberation.

Furthermore, subband BSS allows us to select a sepa-
ration method suited to each subband. Using this advantage,
we propose an efficient separation procedure that consid-
ers the frequency characteristics of room reverberation and
speech signals. Generally speaking, an impulse response
is usually longer in low frequency bands than in high fre-
quency bands. This makes the separation in low frequency
bands difficult. Moreover, because speech signals have high
power in low frequency bands, the separation performance
in low frequency bands dominates the speech separation per-
formance. Therefore, it is very important to improve sepa-
ration performance in low frequency bands for speech sepa-
ration. In this paper, we propose to utilize longer unmixing
filters and the overlap-blockshift technique in low frequency
bands.

The organization of this paper is as follows. Section 2
presents the framework for BSS of convolutive mixtures of
speech. In Sect. 3, we describe the configuration of subband
BSS and mention implementation issues. Section 4 reports
experiments conducted to confirm the validity of subband
BSS. In Sect. 5, we propose ways of improving the low fre-
quency subband performance in which the signal to inter-
ference ratio (SIR) is worse than at high frequencies by con-
sidering the frequency characteristics of room reverberation
and speech signals. The final section concludes this paper.

2. BSS of Convolutive Mixtures

2.1 Model Description

In real environments, signals are affected by reverbera-
tion and observed by microphones. Therefore, Ns signals
recorded by Nm microphones are modeled as

Fig. 1 BSS system configuration (when Ns = Nm = 2).

x j(n) =
Ns∑

i=1

P∑

k=1

hji(k)si(n − k + 1) ( j = 1, · · · ,Nm), (1)

where si is the source signal from source i, x j is the signal
observed by microphone j, and hji is the P taps impulse
response from source i to microphone j.

To obtain unmixed signals, we estimate the unmixing
filters wi j(k) of Q taps, and the unmixed signals are obtained
as below:

yi(n) =
Nm∑

j=1

Q∑

k=1

wi j(k)x j(n − k + 1) (i = 1, · · · ,Ns). (2)

The unmixing filters are estimated so that the unmixed sig-
nals become mutually independent.

The BSS block diagram is shown in Fig. 1 for Ns =

Nm = 2. In this paper we consider the case of Ns = Nm =

Nsm.

2.2 Frequency-Domain BSS and Related Problems

2.2.1 Frequency-Domain BSS

A frequency domain approach to convolutive mixtures
transforms the problem into an instantaneous BSS prob-
lem in each frequency [8]–[11]. Using T -point short time
Fourier transformation for (1), we obtain the approximate
time-frequency representation of mixtures,

X(ω,m) = H(ω)S(ω,m) (m = 0, · · · , Lm − 1), (3)

where ω denotes the frequency bin, m represents the
time dependence of the short time Fourier transformation
(STFT), Lm is the number of data samples in each frequency
bin, S(ω,m) = [S 1(ω,m), · · · , S Nsm (ω,m)]T is the source sig-
nal vector, and X(ω,m) = [X1(ω,m), · · · , XNsm (ω,m)]T is the
observed signal vector. We assume that (Nsm × Nsm) mixing
matrix H(ω) is invertible and that Hji(ω) � 0. The STFT is
usually executed by applying a window function of length
T . In this paper, we call this T the frame size for STFT.

The unmixing process can be formulated in a frequency
bin ω:

Y(ω,m) =W(ω)X(ω,m) (m = 0, · · · , Lm − 1), (4)

where Y(ω,m) = [Y1(ω,m), · · · , YNsm (ω,m)]T is the esti-
mated source signal vector, and W(ω) represents an (Nsm ×
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Nsm) unmixing matrix at frequency bin ω. Here, we assume
that the STFT frame size T is equal to the unmixing filter
length Q. The unmixing matrix W(ω) is determined so that
outputs Yi(ω,m) become mutually independent. This calcu-
lation is carried out independently at each frequency.

2.2.2 Problem of Frequency-Domain BSS

To handle long reverberation, we need to estimate a long un-
mixing filter wi j(k) of Q taps using learning data that are as
short as possible. If the filters are relatively short, we can-
not reduce the reverberant components of interferences that
are longer than the filters and this has a detrimental effect
on the separation performance [21]. On the other hand, with
batch adaptation, it is desirable to estimate unmixing filters
using adaptation data that are as short as possible, because
an impulse response changes momentarily in a real environ-
ment. We therefore have to estimate long unmixing filters
with speech data of short length.

We have however verified in [16] that when employing
a long frame with a fixed long frame shift for several sec-
onds of data to prepare an unmixing filter long enough to
cover reverberation, it becomes difficult to maintain a suf-
ficient number of data samples to estimate the statistics in
each frequency bin. This makes the estimation of statistics
difficult. In particular, independence assumption between
source signals seems to collapse [16]. Therefore, we cannot
obtain sufficient separation performance with a long frame
with frequency-domain BSS.

3. Subband Based BSS

Motivated by the above frequency-domain BSS problem, we
propose utilizing subband BSS. With subband BSS, we can
choose a moderate number of subbands and therefore main-
tain a sufficient number of samples in each subband. Sub-
band BSS also allows us to estimate short FIR filters as un-
mixing filters in each subband, due to the down-sampling
procedure at the subband analysis stage. Therefore, we
should be able to obtain an unmixing filter long enough to
cover reverberation. Moreover, as the unmixing filter length
in each subband is shorter than that for time-domain BSS,
it is easier to estimate unmixing filters than in time-domain
BSS. That is, the subband BSS approach offers a compro-
mise between a time-domain technique, which is usually
computationally complex and usually converges slower than
a frequency-domain counterparts, and a frequency domain
technique, which has difficulty estimating statistics.

3.1 Configuration of Subband BSS

The subband BSS system is composed of three parts: a
subband analysis stage, a separation stage, and a subband
synthesis stage (Fig. 2) [22], [23]. For the subband analy-
sis/synthesis system, we utilize a polyphase filterbank [24]
with oversampling [25] and single side band (SSB) modula-
tion, which is widely used in echo canceller area [26], [27].

Thanks to the oversampling we can reduce the aliasing dis-
tortion, and thanks to the SSB modulation we can utilize any
existing real-number BSS algorithm in each subband.

First, in the subband analysis stage, input signals x j(n)
are divided into N subband signals Xj(k,m) (k = 0 · · · ,N −
1), where k is the subband index, m is the time index,
and N is the number of subbands (0–2π). Here we used
a polyphase filterbank [24], that has the form of a general-
ized discrete Fourier transform filterbank [28]. Furthermore,
to execute BSS on real-valued signals, we also used single
sideband (SSB) modulation/demodulation [28] in the anal-
ysis/synthesis stage. Since signals are band-limited in each
subband, we can employ decimation at the down-sampling
rate R. To reduce the aliasing problem, we used a down-
sampling rate of R < N. In this paper, SSB-modulated
subband signals were not critically sampled, but two-times
oversampled. That is, the down-sampling rate R was given
by R = N

4 . The low-pass filter used in the analysis filter-
bank was f (n) = sinc( nπ

N/2 ) of length 6N. By using SSB
modulation, we obtain SSB modulated real-valued signals
XS S B

j (k,m) in each subband.

Then, time-domain BSS is executed on XS S B
j (k,m) in

each subband in the separation stage. As SSB modulation is
performed in the analysis stage, we can implement a time-
domain BSS algorithm without expanding it into a complex
value version. Since we employ down-sampling, short FIR
filters of length Q/R are sufficient to separate the subband
signals in each subband. Thus SSB modulated unmixed sig-
nals YS S B

i (k,m) are obtained in each subband.
Finally, in the subband synthesis stage, unmixed sig-

nals yi(n) are obtained by synthesizing each unmixed signal
YS S B

i (k,m). The low-pass filter used in the synthesis filter-
bank was g(n) = sinc( nπ

R/2 ) of length 6R.

3.2 Time-Domain BSS Implementation for a Separation
Stage

We can use any time-domain BSS algorithm for subband
BSS. Here, we describe the algorithm used in our experi-
ment. In addition, this section describes how to design the
initial value of time-domain BSS for each subband and how
to solve the scaling and permutation problems.

3.2.1 Time-Domain BSS Algorithm

In this paper, we used an algorithm based on time-delayed
decorrelation for non-stationary signals [4], [29], [30]. Rely-
ing on the non-stationarity and non-whiteness of the source
signals, this algorithm simultaneously minimizes the cross-
correlation of output signals for some time lags for all anal-
ysis blocks. We estimate FIR filters as the separation filters
wk

i j(m) in each subband k. We write them in a matrix form

wk(m) where its i j component is wk
i j(m) for convenience.

The adaptation rule of the i-th iteration is
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Fig. 2 System configuration of subband BSS. TDBSS denotes time-domain BSS. LPF denotes low
pass filter. A 2 × 2 case is depicted.

wk
i+1(m) = wk

i (m)

+
α

BS

BS−1∑

b=0

{(diagRb
y(0))−1(diagRb

y(m))

− (diagRb
y(0))−1Rb

y(m)} ∗ wk
i (m), (5)

where Rb
y(τ) represents the covariance matrix of out-

puts y(m) ≡ [YS S B
1 (k,m), · · · , YS S B

Nsm
(k,m)]T in the b-th

(b=0, · · · , B − 1) analysis block with time delay τ, [i.e.,
Rb
y(τ) =

1
L

∑L
t=1 y(b

L
S +t)yT (b L

S +t−τ)], α denotes a step-size
parameter, ∗ denotes a convolution operator, L is the block
length, and S is the blockshift rate.

Note that the algorithm we used here is a batch algo-
rithm, i.e., the algorithm runs by using all the data on each
iteration.

3.2.2 Initial Value Design of Unmixing Filters

The initial value of the unmixing filters is very important for
the convergence of time-domain BSS. Moreover, this ini-
tialization mitigates the permutation problem in frequency
and subband BSS. As the initial value of the unmixing fil-
ters w, we can use constraint null beamformers [31]. This is

Fig. 3 Setup of a null beamformer.

based on the fact that the BSS solution behaves as adaptive
beamformers, which form a spatial null towards a jammer
direction [32]. Based on this, we design null beamformers
towards possible sound directions and utilize them as our
initial values for BSS adaptation.

Here, we assume a linear microphone array with a
known microphone spacing. First, we assume that the mix-
ing system H(ω) represents only the time difference of
sound arrival τ ji with respect to the midpoint between the
microphones (Fig. 3). This H(ω) is written in the frequency
domain as follows:
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H(ω) = H(2π f )

=



exp ( 2π f τ11) · · · exp ( 2π f τ1Nsm )
...

. . .
...

exp ( 2π f τNsm1) · · · exp ( 2π f τNsmNsm )


, (6)

where τ ji =
dj

c sin θi, dj is the position of the j-th micro-
phone, θi is the direction of the i-th source as an initial value,
and c is the speed of sound. Note that these dj values need
not be precise because this H(ω) is used only for the ini-
tialization of BSS. Note also that the precise directions of
sources, which are not given in a blind scenario, are not re-
quired for initialization. That is, θi values can be set at very
rough approximations, e.g., ±60◦ for the 2× 2 case (i.e., left
or right position, for example).

Then we calculate the inverse of H(ω) at each fre-
quency, W(ω) = H−1(ω) and convert the elements Wi j(ω)
of this W(ω) into the time domain, wi j(n) = IFFT(Wi j(ω)).
This is the null beamformer that forms nulls towards θi, and
this is the initial value for time-domain BSS. We then obtain
the initial value in each subband by using subband analysis
on these wi j(n).

3.2.3 Solving Permutation and Scaling Problems

Thanks to the initial value mentioned in Sect. 3.2.2, we did
not encounter the permutation problem in our experiments.
If it arises, it can be solved by reordering the row of esti-
mated unmixing filters wk(m) so that the null of the directiv-
ity pattern obtained by wk(m) is sorted and forms a null in
almost the same direction in all subbands [12], [33]. We can
also solve the permutation problem by sorting the row of the
estimated unmixing filter wk(m) so that the cross-correlation
of separated signals in adjacent subbands is maximized.

The scaling problem did occur in our experiments.
That is, the estimated source signal components had differ-
ent gain in different subbands. To solve it, we can also use
the directivity pattern calculated with unmixing filters [34].
Our scaling method was as follows:

i) Synthesize wk(m) to obtain w(n) in the time-domain
and then obtain W(ω) using a discrete Fourier trans-
form (DFT).

ii) Draw the directivity gain pattern of W(ω) [34] and ob-
tain the estimated signal directions θi (i = 1, · · · ,Nsm)
from the minimum of each directivity pattern. When
Nsm ≥ 3, they can be easily estimated using the method
proposed in [35]. If the permutation problem is ob-
served, solve it by reordering the W(ω) row so that the
θi values are sorted.

iii) Make null beamformers by using (6) with the estimated
θi in step ii) and by calculating W(ω) = H−1(ω). We
call this null beamformer WNBF(ω).

iv) Calculate the inverse DFT of WNBF(ω) and perform sub-
band analysis to obtain wk

NBF(m).
v) Rescale wk(m) so that ||wk

i j(m)|| = ||wk
NBFi j(m)||, where

||x(m)|| means
∑Qk

m x2(m) and Qk is the unmixing filter
length in the k-th subband.

Fig. 4 Layout of room used in experiments.

4. Basic Experiments for Subband BSS

4.1 Experimental Setup

We undertook separation experiments using speech data
convolved with impulse responses measured in a real en-
vironment for the 2 × 2 case. The impulse responses were
measured in the room shown in Fig. 4. Reverberation time
TR was 300 ms. Since the sampling rate was 8 kHz, 300 ms
corresponds to 2400 taps. As original speech, we used two
sentences spoken by two male and two female speakers. In-
vestigations were carried out for six combinations of speak-
ers. The lengths of these mixed speech signals were about
eight-seconds each. We used the first three seconds of the
mixed data for learning, and we separated the entire eight
second data.

To evaluate the performance, we used the signal to in-
terference ratio (SIR), defined as

SIRi = SIROi − SIRIi (7)

SIROi = 10 log

∑
n y2

isi
(n)

∑
n(
∑

j�i yis j (n))2

SIRIi = 10 log

∑
n x2

ksi
(n)

∑
n(
∑

j�i xks j (n))2
,

where yis j is the output of the whole system at yi when only
s j is active, and xksi = hki∗si (∗ is a convolution operator, k =
i in our experiments). SIR is the ratio of a target-originated
signal to jammer-originated signals.

4.2 Subband System

For subband analysis and synthesis, we used a polyphase
filterbank [24] with single sideband (SSB) modula-
tion/demodulation [28], which was mentioned in Sect. 3.1.
Here, the number of subbands N was 64 and the down-
sampling rate R was 16(= N/4). We chose this number
of subbands N so that the down-sampling rate of subband
BSS corresponded to that of the conventional frequency-
domain BSS of frame size T = 32 with half frame shift
(see Sect. 4.3).
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For the time-domain algorithm used in subband BSS,
we estimated unmixing filters wi j of 64 and 128 taps in each
subband. Step-size for adaptation α was 0.02, and the num-
ber of blocks B was fixed at 20 for three seconds of speech.
We adopted θi=±60◦ as the initial values of the unmixing
filters (see Sect. 3.2.2).

We measured the signal to distortion ratio (SDR) to
evaluate the subband analysis-synthesis system. SDR is de-
fined as

SDR = 10 log

∑Lδ
t b2(t − D)

∑Lδ
t {b(t − D) − a(t)}2 [dB], (8)

where system input b(t) = δ(t − Lδ
2 ), Lδ is the length of

the delta function, D is the delay caused by low pass fil-
ters (LPF) in the analysis and synthesis stages, and a(t)
is the output (impulse response) of the subband analysis-
synthesis system. SDR was 59.2 dB. This distortion caused
by subband analysis and synthesis can be ignored because
the separation performance SIR (7) is at most 15 dB (see
Sect. 4.5.1) and thus masks this distortion.

4.3 Conventional Frequency-Domain BSS

The frequency-domain BSS iteration algorithm was a natu-
ral gradient based algorithm [3]

∆Wi(ω) = η
[
diag
(
〈Φ(Y)YH〉

)
−〈Φ(Y)YH〉

]
Wi(ω),

where Y=Y(ω,m), superscript H denotes a conjugate trans-
pose, and 〈x(m)〉 denotes the time-average with respect to
time m: 1

Lm

∑Lm−1
m=0 x(m). Subscript i expresses the value of

the i-th step in the iterations, η is a step-size parameter,
and Φ(·) is a nonlinear function. As the nonlinear func-
tion Φ(·), we used Φ(Y) = tanh(g · abs(Y))e jarg(Y) [36],
where g is a parameter to control nonlinearity and we uti-
lized g = 100. As an initial value of the unmixing matrix,
we utilized W(ω) = H−1(ω) with θi=±60◦ (see Sect. 3.2.2).

We fixed the frame shift at half the STFT frame size
T so that the number of samples in the time-frequency do-
main were the same. To solve the scaling and permutation
problems, we used the blind beamforming algorithm pro-
posed by Kurita et al. [33]: first, from the directivity pattern
obtained by W(ω), we estimate the source directions and re-
order the row of W(ω) so that the directivity pattern forms
a null toward the same direction in all frequency bins, and
then we normalize the row of W(ω) so that the gains of the
target directions become 0 dB.

Note that we used a time-average of Y(ω,m) of three
seconds for adaptation, i.e., we used a batch algorithm. It
should also be noted that if we fix the data length and frame
shift at half the frame size, the number of samples Lm of
sequences Y(ω,m) in each frequency bin depends on frame
size T : roughly speaking, Lm ∝ (data length)/T .

4.4 Conventional Fullband Time-Domain BSS

We also examined fullband time-domain BSS. The algo-
rithm was the same as that used in subband BSS, i.e., (5).

Fig. 5 Separation performance of frequency-domain BSS (white bars),
subband BSS (black bars) and fullband time-domain BSS (gray bars).
“CC”: average correlation coefficient. TR = 300 ms.

In this case, output signal vector y(n) was the signal in time
domain [y1(n), · · · , yNsm (n)]T . We used values of α = 0.002
and B = 20. To obtain the initial condition of the unmixing
filters, we also utilized W(ω) = H−1(ω) with θi=±60◦ and
converted it into time domain (see Sect. 3.2.2).

In fullband time-domain BSS, output speech signals
are distorted and whitened (see [37] and Sect. 4.6). We eval-
uated the SIR values after compensating for this whitening
effect [31].

4.5 Results

4.5.1 Separation Performance of Subband BSS

In order to confirm the superiority of subband BSS over
frequency- and time-domain BSS, we compared the sepa-
ration performance of subband BSS with that of frequency-
domain BSS.

Figure 5 shows the separation result SIR and the value
of the average correlation coefficient between source signals
CC(N) = 1

N

∑N
k=1 |rk|, where N is the number of subbands for

subband BSS or frame size for frequency-domain BSS and
rk is the correlation coefficient between source signals of a
k-th frequency/subband.

For frequency-domain BSS, the parameter was the
STFT frame size T . In Fig. 5, T is shown by the x axis. For
subband BSS, we used unmixing filters wk(m) of 64 and 128
taps in each subband, corresponding to 1024 and 2048 taps
in a fullband, respectively. They are shown as “sub1024”
and “sub2048” in Fig. 5, respectively. N = 64 subbands
with decimation R = 16 correspond to T = 32 in frequency-
domain BSS with regard to the down-sampling rate. The
number of learning data samples in the time-frequency do-
main was the same for subband and frequency-domain BSS.

With frequency-domain BSS, CC becomes large and
the independent assumption seems to collapse as frame size
T becomes large because the number of samples in each
frequency bin becomes small. Therefore, the performance
degraded when we used unmixing filters of 2048 taps (i.e.,
frame size T = 2048). With fullband time-domain BSS,
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on the other hand, the CC was very small, and we obtained
good results when the unmixing filter length was 1024 (see
“full1024” in Fig. 5). However, when we utilized the unmix-
ing filter length of 2048 (see “full2048” in Fig. 5), it became
difficult to estimate unmixing filters, and performance was
degraded.

In contrast, we achieved better separation performance
in subband BSS even when we estimated unmixing filters
of 2048 taps. Moreover, in subband BSS, we were able to
confirm that the CC value was sufficiently small. From the
CC values, we argue that the independence assumption held
well in subband BSS. Another possible reason for the su-
perior performance of subband BSS is that the permutation
problem does not arise in the subbands. This point will be
discussed in the next subsection.

4.6 Discussion

In the experiments, we saw that we can maintain the num-
ber of samples in each subband and obtain better separation
performance.

Moreover, using subband BSS, we obtained separated
signals with less distortion than when using fullband time-
domain BSS. When using the usual time-domain BSS algo-
rithm, the output signal spectrum is flattened [37] because
we are removing the time dependence of the speech sig-
nals. These whitened speech signals sound unnatural. In
contrast, because this whitening effect is limited to each sub-
band, it can be diminished by subband BSS. Figure 6 shows
an example of separated speech with time-domain BSS and
subband BSS. The separated signal is whitened using time-
domain BSS, while the shape of the spectrum holds well
using subband BSS.

Furthermore, in general, the permutation problem oc-
curs in frequency-domain BSS and subband BSS; spectral
components of sources are recovered in a different order at
different frequencies, although we did not face such a prob-
lem in our experiments due to the initialization with null
beamformers. This makes the time domain reconstruction
of separated signals difficult. However, this problem is less
serious in subband BSS than in frequency-domain BSS be-
cause the permutation problem does not occur in each sub-
band as the separation procedure is executed in each sub-
band. Therefore, we face smaller number of permutation
problems than with frequency-domain BSS. In particular,
subband BSS encounters very few permutation problems in
low frequency bands, where it is difficult to solve the prob-
lems with frequency-domain BSS [12]. Moreover, we can
use a wider band signal than frequency-domain BSS to solve
the permutation problem in between subbands. Therefore,
we can use more information on separated signals and un-
mixing filters and can solve the problem more easily than in
frequency-domain BSS.

Finally, we discuss computational cost. Because the
calculation of convolution and correlation in time domain
(5) is very expensive, we calculate them in the frequency
domain. As discussed in [17], [18], subband processing re-

Fig. 6 Example of a spectrum of a separated signal with (a) time-domain
BSS and (b) subband BSS (broken lines). Solid lines show the spectrum of
the original speech.

duces computational cost. By considering the decimation
R, computational cost for N subband per time is reduced to
about (N/2 + 1)/(R × R) times that of fullband time-domain
BSS. As R = N/4 in our case, we can reduce computational
cost by about 2/R.

5. Further Improvement with Frequency Appropriate
Processing

In subband BSS, we can use different separation methods
to estimate unmixing filter for different subbands. In this
section, we propose concentrating on low frequency bands.

The SIR is generally worse in low frequency bands
as shown in Fig. 7, which plots the SIR values of sepa-
rated signals for each subband. One reason for poor per-
formance at low frequencies is that the impulse response is
usually longer (see Fig. 8), and therefore it is more difficult
to separate signals in low frequency bands than in high fre-
quency bands. Moreover, since speech signals have high
power in low frequency bands, the performance in these
bands dominates the overall speech signal separation per-
formance. Therefore, it is important to improve separation
performance in low frequency bands to obtain better overall
separation performance.

From a beamforming point of view, the resolution of a
spatial cancellation is proportional to the frequency. There-
fore, the small phase difference between the observations at
the microphones is another reason for poor performance in
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Fig. 7 SIR of separated signals in each subband. SIR is poor in low
frequency bands for every speaker combination.

Fig. 8 Example of acoustic impulse response of a room. Black indicates
high power and white indicates low power. Reverberation is longer at low
frequencies than at high frequencies.

low frequency bands. We may be able to use different micro-
phone pairs for each subband having appropriate spacing for
each subband. In this paper, however, we consider the case
of Nm microphones whose number and spacing are fixed and
ignore multiple spacing microphone case.

5.1 Longer Unmixing Filters in Low Frequency Bands

One possible way to improve SIR in low frequency bands is
to estimate longer unmixing filters in these bands to cover
reverberation. We therefore propose using longer unmixing
filters for low frequency bands (bands 0-5). Figure 8 shows
that the reverberation is long below about 600 Hz. There-
fore, we used long filters for these frequency bands. The
column labeled “no-overlap” in Table 1 shows the separa-
tion performance for each unmixing filter length condition.

In Table 1 (A)–(C), we used a 32 tap separation filter
for high frequency bands, and changed the filter length for
low frequency bands (bands 0-5). It is conceivable that a 32
tap long unmixing filter cannot cover reverberation in low
frequency bands [see Table 1 (A)]. When we used long un-

Table 1 Separation performance of subband BSS. (A)–(F): the overlap-
blockshift was executed only for bands 0-5; and (G) and (H): the overlap-
blockshift was executed for all subbands.

Fig. 9 Effect of the filter length for the low frequency bands.

mixing filters only in low frequency bands [Table 1 (B)],
separation performance was greatly improved. However,
when we used 128 taps in low frequency bands, separation
performance degraded [see Table 1 (C)]. Figure 9 shows SIR
for cases (A)–(C): the performance of (C) is worse than (B)
because the number of samples in each subband is too small
to allow us to precisely estimate a 128 tap unmixing filter.
The proposal in the next section (Sect. 5.2) will overcome
this problem.

5.2 Overlap-Blockshift in Low Frequency Bands

Another possible way to improve SIR in low frequency
bands is to utilize a fine overlap-blockshift in the time-
domain BSS stage for low frequency bands. Using the
fine overlap-blockshift, we can outwardly increase the num-
ber of samples in each subband and estimate the unmixing
filters more precisely. Since our time-domain BSS algo-
rithm (5) divides signals into B blocks to utilize signal non-
stationarity, we can divide signals into blocks with an over-
lap as long as non-stationarity is expressed among blocks.
Note that this overlap-blockshift is executed in the separa-
tion stage, i.e., after the decimation for subband analysis.

In Table 1 [(B)–(F)], the columns show SIR obtained
by the overlap-blockshift only for low frequency bands
(bands 0-5). Overlap (×2) and overlap (×4) denotes the
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Fig. 10 Effect of the overlap-blockshift only in low frequency bands.

block-shift rate S = 2 and 4 in (5), respectively. (D) and (E)
in Table 1 show that when we used the overlap-blockshift
only for low frequency bands, we obtained better separation
performance. With a fourfold overlap-blockshift, we were
able to estimate the unmixing filters of 128 taps in low fre-
quency bands, and we obtained the best separation perfor-
mance (underlined in Table 1). Figure 10 shows the effect
of the fine overlap-blockshift in low frequency bands.

5.3 Discussion

Even when using 128 taps for all the frequency bands [(F)
in Table 1], the performance is no better than when we used
128 taps only for the low frequency bands [(E) in Table 1].
Figure 11 shows SIR in each subband for cases (E) and (F).
The use of long unmixing filters is not so effective in high
frequency bands. Sometimes, short filters achieve better
separation performance than long filters in high frequency
bands. It is a waste of effort to use 128 taps in all subbands.

When the overlap-blockshift was used in all subbands
[see (G) and (H) in Table 1], the increase in SIR was very
small compared with the SIR for (D) and (F) in Table 1.
The improvement in separation performance provided by
the overlap-blockshift is shown in Fig. 12. The overlap-
blockshift is also effective in high frequency bands. How-
ever, the contribution of the improvement in high frequency
bands to SIR is not dominant because the original power
of the high frequency components of the speech signal is
smaller than that of the low frequency components. There-
fore, we conclude that the use of a fine overlap-blockshift
only in low frequencies is sufficient to obtain improved per-
formance.

6. Conclusion

Subband processing was applied to BSS for convolutive
mixtures of speech. This was motivated by the fact that
separation performance is degraded when a long frame size
is used for several seconds of speech in frequency-domain
BSS. We showed that subband BSS can (1) maintain a suf-
ficient number of samples to estimate the statistics in each

Fig. 11 Example of SIR in each subband using a long filter in all fre-
quency bands.

Fig. 12 Example of SIR in each subband obtained with the overlap-
blockshift in all subbands.

subband and (2) estimate an unmixing filter long enough to
cover reverberation. We confirmed in experiments that sub-
band BSS is effective.

Furthermore, by efficiently using subband processing,
i.e., employing an appropriate separation method for each
frequency band, we showed that (3) we can improve sepa-
ration performance with long unmixing filters and (4) with
the overlap-blockshift technique in low frequency bands. By
using long unmixing filters and the fine overlap-blockshift
technique only in low frequency bands, we can efficiently
separate convolutive mixtures of speech. Such frequency-
dependent processing is impossible with time-domain BSS
and complicated with frequency-domain BSS. Moreover,
we can save computation cost without degrading separa-
tion performance by limiting the use of long unmixing filters
and the fine overlap-blockshift only to low frequency bands.
Subband BSS is a powerful separation tool when source sig-
nals si or the impulse response of system hji have different
characteristics in different frequency bands.
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