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SUMMARY We propose utilizing subband-based blind source separation (BSS) for convolutive mixtures of speech. This is motivated by the drawback of frequency-domain BSS, i.e., when a long frame with a fixed long frame-shift is used to cover reverberation, the number of samples in each frequency decreases and the separation performance is degraded. In subband BSS, (1) by using a moderate number of subbands, a sufficient number of samples can be held in each subband, and (2) by using FIR filters in each subband, we can manage long reverberation. We confirm that subband BSS achieves better performance than frequency-domain BSS. Moreover, subband BSS allows us to select a separation method suited to each subband. Using this advantage, we propose efficient separation procedures that consider the frequency characteristics of room reverberation and speech signals (3) by using longer unmixing filters in low frequency bands and (4) by adopting an overlap-blockshift in BSS’s batch adaptation in low frequency bands. Consequently, frequency-dependent subband processing is successfully realized with the proposed subband BSS.

key words: blind source separation, speech separation, convolutive mixtures, subband processing, frequency dependent processing

1. Introduction

Blind source separation (BSS) is an approach that estimates original source signals \( x(n) \) using only information on the mixed signals \( x(n) \) observed in each input channel. We consider the BSS of speech signals in a real environment, i.e., the BSS of convolutive mixtures of speech. In a real environment, signals are filtered by the acoustic room channel. To separate such complicated mixtures, we need to estimate the unmixing filters of several thousand taps.

Several methods have been proposed for achieving the BSS of convolutive mixtures [1], [2], most of which utilize independent component analysis (ICA). To solve the convolutive BSS problem, algorithms in time and frequency domains have been proposed [3]–[11].

In time-domain BSS, ICA is directly applied to convolutive mixtures, and unmixing FIR filters are directly estimated (e.g. [3]–[5]). Therefore, the independence of outputs can be evaluated directly. However, the convergence of most time-domain BSS algorithms is generally slower than that of frequency-domain methods because the adaptation of such long filters is very complex. Computational complexity is also a problem. Moreover, most time-domain BSS algorithms have another problem: the whitening effect. Since most time-domain BSS algorithms were designed for i.i.d. signals, such algorithms try to make output signals both spatially and temporally independent [3], [7]. When applying such time-domain BSS algorithms to mixtures of speech signals, the output speech signals are whitened and sound unnatural.

By contrast, in frequency-domain BSS, mixtures are converted into the frequency domain, and ICA is applied to instantaneous mixtures in each frequency (e.g. [8]–[11]). Although we can greatly reduce computational complexity by using frequency-domain BSS, frequency-domain BSS algorithms have inherent problems, namely, permutation and scaling problems, which result in the estimated source signal being recovered with a different permutation and gain in different frequency bins. Some solutions have been provided for these problems [8], [11]–[14].

Furthermore, we have shown that performance becomes poor with frequency-domain BSS when using a long frame to estimate a long unmixing filter that can cover realistic reverberation [15], [16]. In a real environment, since impulse response changes momentarily, it is therefore preferable to estimate unmixing filters using adaptation data that are as short as possible. However, when using a longer frame for a few seconds of speech mixtures to convert signals into the frequency domain, the number of samples in each frequency bin becomes small, and therefore, we cannot correctly estimate the statistics in each frequency bin. This means that, in such a case, independence is not evaluated correctly. This is our strongest reason for employing our subband-domain BSS method.

Motivated by these facts, we propose utilizing a BSS method that employs subband processing, hereafter called subband BSS. With subband BSS, observed signals are converted into the subband domain with a filterbank and then separated in each subband using a time-domain BSS algorithm. Then unmixed signals in each subband are synthesized to obtain fullband unmixed signals. With this method, since we can choose a moderate number of subbands, we can maintain a sufficient number of samples in each subband. The subband system also allows us to estimate FIR filters as unmixing filters in each subband. Moreover, as the
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unmixing filter length in each subband is shorter than that for time-domain BSS, it is easier to estimate unmixing filters than in time-domain BSS. Therefore, we can obtain unmixing filters long enough to cover reverberation. That is, the subband BSS approach copes with both the frequency-domain approach’s difficulty in estimating statistics and the time-domain technique’s difficulty in adapting many parameters. Confirming this point is one of our aims of this paper.

Subband BSS has other advantages. First, its permutation problem is less serious than in frequency-domain BSS. This is because the permutation problem does not occur in each subband and, therefore, there are fewer permutation problems in subband BSS. Second, subband BSS can mitigate the whitening effect, which is troublesome in a time-domain BSS algorithm usually designed for i.i.d. signals, by limiting it in each subband.

Previous studies have used subband processing for BSS [17]–[20] to reduce computational complexity. By contrast, our main aim is to maintain the number of samples in each subband so that independence is properly evaluated. Although some authors [19], [20] utilized a scalar coefficient for the unmixing system in each subband, in this paper we use FIR filters for this purpose so as to estimate sufficiently long unmixing filters to cover reverberation.

Furthermore, subband BSS allows us to select a separation method suited to each subband. Using this advantage, we propose an efficient separation procedure that considers the frequency characteristics of room reverberation and speech signals. Generally speaking, an impulse response from source to microphone represents the frequency characteristics of room reverberation and observed by microphones. Therefore, limiting it in each subband.

In real environments, signals are affected by reverberation and observed by microphones. Therefore, \( N_s \) signals recorded by \( N_m \) microphones are modeled as

\[
x_j(n) = \sum_{i=1}^{N_s} \sum_{k=1}^{P} h_{ji}(k) s_i(n-k+1) \quad (j = 1, \cdots, N_m),
\]

where \( s_i \) is the source signal from source \( i \), \( x_j \) is the signal observed by microphone \( j \), and \( h_{ji} \) is the \( P \) taps impulse response from source \( i \) to microphone \( j \).

To obtain unmixing signals, we estimate the unmixing filters \( w_{ij}(k) \) of \( Q \) taps, and the unmixing signals are obtained as below:

\[
y_i(n) = \sum_{j=1}^{N_m} \sum_{k=1}^{Q} w_{ij}(k) x_{j}(n-k+1) \quad (i = 1, \cdots, N_s).
\]

The unmixing filters are estimated so that the unmixed signals become mutually independent.

The BSS block diagram is shown in Fig. 1 for \( N_s = N_m = 2 \). In this paper we consider the case of \( N_s = N_m = N_{sm} \).

2.2 Frequency-Domain BSS and Related Problems

2.2.1 Frequency-Domain BSS

A frequency-domain approach to convolutive mixtures transforms the problem into an instantaneous BSS problem in each frequency [8]–[11]. Using \( T \)-point short time Fourier transformation for (1), we obtain the approximate time-frequency representation of mixtures,

\[
X(\omega, m) = H(\omega)S(\omega, m) \quad (m = 0, \cdots, L_m - 1),
\]

where \( \omega \) denotes the frequency bin, \( m \) represents the time dependence of the short time Fourier transformation (STFT), \( L_m \) is the number of data samples in each frequency bin, \( S(\omega, m) = [S_1(\omega, m), \cdots, S_{N_s}(\omega, m)]^T \) is the source signal vector, and \( X(\omega, m) = [X_1(\omega, m), \cdots, X_{N_m}(\omega, m)]^T \) is the observed signal vector. We assume that \( (N_{sm} \times N_m) \) mixing matrix \( H(\omega) \) is invertible and that \( H_{ji}(\omega) \neq 0 \). The STFT is usually executed by applying a window function of length \( T \). In this paper, we call this \( T \) the frame size for STFT.

The unmixing process can be formulated in a frequency bin \( \omega \):

\[
Y(\omega, m) = W(\omega)X(\omega, m) \quad (m = 0, \cdots, L_m - 1),
\]

where \( Y(\omega, m) = [Y_1(\omega, m), \cdots, Y_{N_m}(\omega, m)]^T \) is the estimated source signal vector, and \( W(\omega) \) represents an \( (N_{sm} \times \)
Each frequency bin. This makes the estimation of statistics inefficient number of data samples to estimate the statistics in a long frame with a fixed long frame shift for several segments. We therefore have to estimate long unmixing filters an impulse response changes momentarily in a real environment. Moreover, as the unmixing filter length should be able to obtain an unmixing filter long enough to solve the scaling and permutation problems. Thanks to the oversampling we can reduce the aliasing distortion, and thanks to the SSB modulation we can utilize any existing real-number BSS algorithm in each subband.

First, in the subband analysis stage, input signals \( x_j(n) \) are divided into \( N \) subband signals \( X_j(k, m) \) \( (k = 0, \cdots, N - 1) \), where \( k \) is the subband index, \( m \) is the time index, and \( N \) is the number of subbands \( (0-2\pi) \). Here we used a polyphase filterbank [24], that has the form of a generalized discrete Fourier transform filterbank [28]. Furthermore, to execute BSS on real-valued signals, we also used single sideband (SSB) modulation/demodulation [28] in the analysis/synthesis stage. Since signals are band-limited in each subband, we can employ decimation at the down-sampling rate \( R \). To reduce the aliasing problem, we used a downsampling rate of \( R < N \). In this paper, SSB-modulated subband signals were not critically sampled, but two-times oversampled. That is, the down-sampling rate \( R \) was given by \( R = \frac{N}{2} \). The low-pass filter used in the analysis filterbank was \( f(n) = \text{sinc}(\frac{\pi}{R}) \) of length \( 6N \). By using SSB modulation, we obtain SSB modulated real-valued signals \( X_j^{SSB}(k, m) \) in each subband.

Then, time-domain BSS is executed on \( X_j^{SSB}(k, m) \) in each subband in the separation stage. As SSB modulation is performed in the analysis stage, we can implement a time-domain BSS algorithm without expanding it into a complex value version. Since we employ down-sampling, short FIR filters of length \( Q/R \) are sufficient to separate the subband signals in each subband. Thus SSB modulated unmixed signals \( Y_j^{SSB}(k, m) \) are obtained in each subband.

Finally, in the subband synthesis stage, unmixed signals \( y_i(n) \) are obtained by synthesizing each unmixed signal \( Y_j^{SSB}(k, m) \). The low-pass filter used in the synthesis filterbank was \( g(n) = \text{sinc}(\frac{\pi n}{6R}) \) of length \( 6R \).

3.2 Time-Domain BSS Implementation for a Separation Stage

We can use any time-domain BSS algorithm for subband BSS. Here, we describe the algorithm used in our experiment. In addition, this section describes how to design the initial value of time-domain BSS for each subband and how to solve the scaling and permutation problems.

3.2.1 Time-Domain BSS Algorithm

In this paper, we used an algorithm based on time-delayed decorrelation for non-stationary signals [4], [29], [30]. Relying on the non-stationarity and non-whiteness of the source signals, this algorithm simultaneously minimizes the cross-correlation of output signals for some time lags for all analysis blocks. We estimate FIR filters as the separation filters \( w_{ij}(m) \) in each subband \( k \). We write them in a matrix form \( \mathbf{w}(m) \) where its \( (i,j) \) component is \( w_{ij}(m) \) for convenience. The adaptation rule of the \( i \)-th iteration is
\[ w_{i+1}(m) = w_i(m) + \frac{\alpha}{BS} \sum_{b=0}^{BS-1} (\text{diag} R^b_y(0))^{-1} (\text{diag} R^b_y(m)) - (\text{diag} R^b_y(0))^{-1} R^b_y(m) \ast w_i(m), \tag{5} \]

where \( R^b_y(\tau) \) represents the covariance matrix of outputs \( y(m) = [Y_{SBR}(k,m), \ldots, Y_{SBR}(k,m)]^T \) in the \( b \)-th (\( b=0, \ldots, B-1 \)) analysis block with time delay \( \tau \), [i.e., \( R^b_y(\tau) = \frac{1}{L} \sum_{l=1}^{L} y(b \frac{1}{2} + l + \tau) y^T(b \frac{1}{2} + l - \tau) \), \( \alpha \) denotes a step-size parameter, \( \ast \) denotes a convolution operator, \( L \) is the block length, and \( S \) is the blockshift rate.

Note that the algorithm we used here is a \textit{batch} algorithm, i.e., the algorithm runs by using all the data on each iteration.

### 3.2.2 Initial Value Design of Unmixing Filters

The initial value of the unmixing filters is very important for the convergence of time-domain BSS. Moreover, this initialization mitigates the permutation problem in frequency and subband BSS. As the initial value of the unmixing filters \( w \), we can use constraint null beamformers \[31\]. This is based on the fact that the BSS solution behaves as adaptive beamformers, which form a spatial null towards a jammer direction \[32\]. Based on this, we design null beamformers towards possible sound directions and utilize them as our initial values for BSS adaptation.

Here, we assume a linear microphone array with a known microphone spacing. First, we assume that the mixing system \( H(\omega) \) represents only the time difference of sound arrival \( \tau_{ji} \) with respect to the midpoint between the microphones (Fig. 3). This \( H(\omega) \) is written in the frequency domain as follows:
\[ H(\omega) = H(2\pi f) \]
\[
= \left[ \begin{array}{ccc}
\exp(j2\pi f\tau_{11}) & \cdots & \exp(j2\pi f\tau_{1n}) \\
\vdots & \ddots & \vdots \\
\exp(j2\pi f\tau_{n1}) & \cdots & \exp(j2\pi f\tau_{nn})
\end{array} \right],
\]
where \( \tau_{ji} = \frac{d_j}{c} \sin \theta_i \), \( d_j \) is the position of the \( j \)-th microphone, \( \theta_i \) is the direction of the \( i \)-th source as an initial value, and \( c \) is the speed of sound. Note that these \( d_j \) values need not be precise because this \( H(\omega) \) is used only for the initialization of BSS. Note also that the precise directions of sources, which are not given in a blind scenario, are not required for initialization. That is, \( \theta_i \) values can be set at very rough approximations, e.g., \( \pm 60^\circ \) for the \( 2 \times 2 \) case (i.e., left or right position, for example).

Then we calculate the inverse of \( H(\omega) \) at each frequency, \( W(\omega) = H^{-1}(\omega) \) and convert the elements \( W_{ij}(\omega) \) of this \( W(\omega) \) into the time domain, \( w_{ij}(n) = \text{IFFT}(W_{ij}(\omega)) \). This is the null beamformer that forms nulls towards \( \theta_i \), and this is the initial value for time-domain BSS. We then obtain the initial value in each subband by using subband analysis on these \( w_{ij}(n) \).

3.2.3 Solving Permutation and Scaling Problems

Thanks to the initial value mentioned in Sect. 3.2.2, we did not encounter the permutation problem in our experiments. If it arises, it can be solved by reordering the row of estimated unmixing filters \( w^k(m) \) so that the null of the directivity pattern obtained by \( w^k(m) \) is sorted and forms a null in almost the same direction in all subbands [12], [33]. We can also solve the permutation problem by sorting the row of the estimated unmixing filter \( w^k(m) \) so that the cross-correlation of separated signals in adjacent subbands is maximized.

The scaling problem did occur in our experiments. That is, the estimated source signal components had different gain in different subbands. To solve it, we can also use the directivity pattern calculated with unmixing filters [34]. Our scaling method was as follows:

i) Synthesize \( w^k(m) \) to obtain \( w(n) \) in the time-domain and then obtain \( W(\omega) \) using a discrete Fourier transform (DFT).

ii) Draw the directivity gain pattern of \( W(\omega) \) [34] and obtain the estimated signal directions \( \theta_i \) (\( i = 1, \ldots, N_{\text{num}} \)) from the minimum of each directivity pattern. When \( N_{\text{num}} \geq 3 \), they can be easily estimated using the method proposed in [35]. If the permutation problem is observed, solve it by reordering the \( W(\omega) \) row so that the \( \theta_i \) values are sorted.

iii) Make null beamformers by using (6) with the estimated \( \theta_i \) in step ii) and by calculating \( W(\omega) = H^{-1}(\omega) \). We call this null beamformer \( W_{\text{null}}(\omega) \).

iv) Calculate the inverse DFT of \( W_{\text{null}}(\omega) \) and perform subband analysis to obtain \( w^k_{\text{null}}(m) \).

v) Rescale \( w^k(m) \) so that \( ||w^k_{\text{null}}(m)|| = ||w^k(\text{Min})|| \), where \( ||x(m)|| \) means \( \sum_m Q_k x^2(m) \) and \( Q_k \) is the unmixing filter length in the \( k \)-th subband.

4. Basic Experiments for Subband BSS

4.1 Experimental Setup

We undertook separation experiments using speech data convolved with impulse responses measured in a real environment for the \( 2 \times 2 \) case. The impulse responses were measured in the room shown in Fig. 4. Reverberation time \( T_R \) was 300 ms. Since the sampling rate was 8 kHz, 300 ms corresponds to 2400 taps. As original speech, we used two sentences spoken by two male and two female speakers. Investigations were carried out for six combinations of speakers. The lengths of these mixed speech signals were about eight-seconds each. We used the first three seconds of the mixed data for learning, and we separated the entire eight second data.

To evaluate the performance, we used the signal to interference ratio (SIR), defined as

\[
\text{SIR}_i = \text{SIR}_{\text{Roi}} - \text{SIR}_{\text{Ri}} \tag{7}
\]

\[
\text{SIR}_{\text{Roi}} = 10 \log \frac{\sum_i y_{h_i}^2(n)}{\sum_i (\sum_j y_{h_j}(n))^2}
\]

\[
\text{SIR}_{\text{Ri}} = 10 \log \frac{\sum_i x_{h_i}^2(n)}{\sum_i (\sum_{j \neq i} x_{h_j}(n))^2},
\]

where \( y_{h_i} \) is the output of the whole system at \( y_i \) when only \( s_j \) is active, and \( x_{h_i} = h_{ij} * s \) (* is a convolution operator, \( k = i \) in our experiments). SIR is the ratio of a target-originated signal to jammer-originated signals.

4.2 Subband System

For subband analysis and synthesis, we used a polyphase filterbank [24] with single sideband (SSB) modulation/demodulation [28], which was mentioned in Sect. 3.1. Here, the number of subbands \( N \) was 64 and the down-sampling rate \( R \) was \( 16(= N/4) \). We chose this number of subbands \( N \) so that the down-sampling rate of subband BSS corresponded to that of the conventional frequency-domain BSS of frame size \( T \) = 32 with half frame shift (see Sect. 4.3).
For the time-domain algorithm used in subband BSS, we estimated unmixing filters \( w_k \) of 64 and 128 taps in each subband. Step-size for adaptation \( \alpha \) was 0.02, and the number of blocks \( B \) was fixed at 20 for three seconds of speech. We adopted \( \theta_i = \pm 60^\circ \) as the initial values of the unmixing filters (see Sect. 3.2.2).

We measured the signal to distortion ratio (SDR) to evaluate the subband analysis-synthesis system. SDR is defined as

\[
\text{SDR} = 10 \log \frac{\sum_i L_i b_i^2(t - D)}{\sum_i L_i |b(t - D) - a(t)|^2} [\text{dB}],
\]

where system input \( b(t) = \delta(t - \frac{L_t}{2}) \), \( L_t \) is the length of the delta function, \( D \) is the delay caused by low pass filters (LPF) in the analysis and synthesis stages, and \( a(t) \) is the output (impulse response) of the subband analysis-synthesis system. SDR was 59.2 dB. This distortion caused by subband analysis and synthesis can be ignored because the separation performance SIR (7) is at most 15 dB (see Sect. 4.5.1) and thus masks this distortion.

4.3 Conventional Frequency-Domain BSS

The frequency-domain BSS iteration algorithm was a natural gradient based algorithm [3]

\[
\Delta W_i(\omega) = \eta \left[ \text{diag}(\Phi(Y(\omega))^H) - \langle \Phi(Y(\omega))Y(\omega) \rangle \right] W_i(\omega),
\]

where \( Y = Y(\omega, m) \), superscript \( H \) denotes a conjugate transpose, and \( \langle x(m) \rangle \) denotes the time-average with respect to time \( m \). \( \frac{1}{L_m} \sum_{m=0}^{L_m-1} x(m) \). Subscript \( i \) expresses the value of the \( i \)-th step in the iterations, \( \eta \) is a step-size parameter, and \( \Phi(\cdot) \) is a nonlinear function. As the nonlinear function \( \Phi(\cdot) \), we used \( \Phi(Y) = \tanh(g \cdot |\text{abs}(Y)\rangle e^{i\theta} Y) \) [36], where \( g \) is a parameter to control nonlinearity and we utilized \( g = 100 \). As an initial value of the unmixing matrix, we utilized \( W(\omega) = H^{-1}(\omega) \) with \( \theta_i = \pm 60^\circ \) (see Sect. 3.2.2).

We fixed the frame shift at half the STFT frame size \( TR = 300 \text{ ms} \), so that the number of samples in the time-frequency domain were the same. To solve the scaling and permutation problems, we used the blind beamforming algorithm proposed by Kurita et al. [33]: first, from the directivity pattern obtained by \( W(\omega) \), we estimate the source directions and reorder the row of \( W(\omega) \) so that the directivity pattern forms a null toward the same direction in all frequency bins, and then we normalize the row of \( W(\omega) \) so that the gains of the target directions become 0 dB.

Note that we used a time-average of \( Y(\omega, m) \) of three seconds for adaptation, i.e., we used a batch algorithm. It should also be noted that if we fix the data length and frame shift at half the frame size, the number of samples \( L_m \) of sequences \( Y(\omega, m) \) in each frequency bin depends on frame size \( T \): roughly speaking, \( L_m \propto \text{(data length)}/T \).

4.4 Conventional Fullband Time-Domain BSS

We also examined fullband time-domain BSS. The algorithm was the same as that used in subband BSS, i.e., (5).
on the other hand, the CC was very small, and we obtained good results when the unmixing filter length was 1024 (see “full1024” in Fig. 5). However, when we utilized the unmixing filter length of 2048 (see “full2048” in Fig. 5), it became difficult to estimate unmixing filters, and performance was degraded.

In contrast, we achieved better separation performance in subband BSS even when we estimated unmixing filters of 2048 taps. Moreover, in subband BSS, we were able to confirm that the CC value was sufficiently small. From the CC values, we argue that the independence assumption held well in subband BSS. Another possible reason for the superior performance of subband BSS is that the permutation problem does not arise in the subbands. This point will be discussed in the next subsection.

4.6 Discussion

In the experiments, we saw that we can maintain the number of samples in each subband and obtain better separation performance.

Moreover, using subband BSS, we obtained separated signals with less distortion than when using fullband time-domain BSS. When using the usual time-domain BSS algorithm, the output signal spectrum is flattened [37] because we are removing the time dependence of the speech signals. These whitened speech signals sound unnatural. In contrast, because this whitening effect is limited to each subband, it can be diminished by subband BSS. Figure 6 shows an example of separated speech with time-domain BSS and subband BSS. The separated signal is whitened using time-domain BSS, while the shape of the spectrum holds well using subband BSS.

Furthermore, in general, the permutation problem occurs in frequency-domain BSS and subband BSS; spectral components of sources are recovered in a different order at different frequencies, although we did not face such a problem in our experiments due to the initialization with null beamformers. This makes the time domain reconstruction of separated signals difficult. However, this problem is less serious in subband BSS than in frequency-domain BSS because the permutation problem does not occur in each subband as the separation procedure is executed in each subband. Therefore, we face smaller number of permutation problems than with frequency-domain BSS. In particular, subband BSS encounters very few permutation problems in low frequency bands, where it is difficult to solve the problems with frequency-domain BSS [12]. Moreover, we can use a wider band signal than frequency-domain BSS to solve the permutation problem in between subbands. Therefore, we can use more information on separated signals and unmixing filters and can solve the problem more easily than in frequency-domain BSS.

Finally, we discuss computational cost. Because the calculation of convolution and correlation in time domain (5) is very expensive, we calculate them in the frequency domain. As discussed in [17], [18], subband processing reduces computational cost. By considering the decimation $R$, computational cost for $N$ subband per time is reduced to about $(N/2 + 1)/(R \times R)$ times that of fullband time-domain BSS. As $R = N/4$ in our case, we can reduce computational cost by about $2/R$.

5. Further Improvement with Frequency Appropriate Processing

In subband BSS, we can use different separation methods to estimate unmixing filter for different subbands. In this section, we propose concentrating on low frequency bands.

The SIR is generally worse in low frequency bands as shown in Fig. 7, which plots the SIR values of separated signals for each subband. One reason for poor performance at low frequencies is that the impulse response is usually longer (see Fig. 8), and therefore it is more difficult to separate signals in low frequency bands than in high frequency bands. Moreover, since speech signals have high power in low frequency bands, the performance in these bands dominates the overall speech signal separation performance. Therefore, it is important to improve separation performance in low frequency bands to obtain better overall separation performance.

From a beamforming point of view, the resolution of a spatial cancellation is proportional to the frequency. Therefore, the small phase difference between the observations at the microphones is another reason for poor performance in
Fig. 7 SIR of separated signals in each subband. SIR is poor in low frequency bands for every speaker combination.

Fig. 8 Example of acoustic impulse response of a room. Black indicates high power and white indicates low power. Reverberation is longer at low frequencies than at high frequencies.

5.1 Longer Unmixing Filters in Low Frequency Bands

One possible way to improve SIR in low frequency bands is to estimate longer unmixing filters in these bands to cover reverberation. We therefore propose using longer unmixing filters for low frequency bands (bands 0-5). Figure 8 shows that the reverberation is long below about 600 Hz. Therefore, we used long filters for these frequency bands. The column labeled “no-overlap” in Table 1 shows the separation performance for each unmixing filter length condition.

In Table 1 (A)–(C), we used a 32 tap separation filter for high frequency bands, and changed the filter length for low frequency bands (bands 0-5). It is conceivable that a 32 tap long unmixing filter cannot cover reverberation in low frequency bands [see Table 1 (A)]. When we used long unmixing filters only in low frequency bands [Table 1 (B)], separation performance was greatly improved. However, when we used 128 taps in low frequency bands, separation performance degraded [see Table 1 (C)]. Figure 9 shows SIR for cases (A)–(C): the performance of (C) is worse than (B) because the number of samples in each subband is too small to allow us to precisely estimate a 128 tap unmixing filter. The proposal in the next section (Sect. 5.2) will overcome this problem.

5.2 Overlap-Blockshift in Low Frequency Bands

Another possible way to improve SIR in low frequency bands is to utilize a fine overlap-blockshift in the time-domain BSS stage for low frequency bands. Using the fine overlap-blockshift, we can outwardly increase the number of samples in each subband and estimate the unmixing filters more precisely. Since our time-domain BSS algorithm (5) divides signals into B blocks to utilize signal non-stationarity, we can divide signals into blocks with an overlap as long as non-stationarity is expressed among blocks. Note that this overlap-blockshift is executed in the separation stage, i.e., after the decimation for subband analysis.

In Table 1 [(B)–(F)], the columns show SIR obtained by the overlap-blockshift only for low frequency bands (bands 0-5). Overlap (×2) and overlap (×4) denotes the
block-shift rate $S = 2$ and 4 in (5), respectively. (D) and (E) in Table 1 show that when we used the overlap-blockshift only for low frequency bands, we obtained better separation performance. With a fourfold overlap-blockshift, we were able to estimate the unmixing filters of 128 taps in low frequency bands, and we obtained the best separation performance (underlined in Table 1). Figure 10 shows the effect of the fine overlap-blockshift in low frequency bands.

5.3 Discussion

Even when using 128 taps for all the frequency bands [(F) in Table 1], the performance is no better than when we used 128 taps only for the low frequency bands [(E) in Table 1]. Figure 11 shows SIR in each subband for cases (E) and (F). The use of long unmixing filters is not so effective in high frequency bands. Sometimes, short filters achieve better separation performance than long filters in high frequency bands. It is a waste of effort to use 128 taps in all subbands.

When the overlap-blockshift was used in all subbands [see (G) and (H) in Table 1], the increase in SIR was very small compared with the SIR for (D) and (F) in Table 1. The improvement in separation performance provided by the overlap-blockshift is shown in Fig. 12. The overlap-blockshift is also effective in high frequency bands. However, the contribution of the improvement in high frequency bands to SIR is not dominant because the original power of the high frequency components of the speech signal is smaller than that of the low frequency components. Therefore, we conclude that the use of a fine overlap-blockshift only in low frequencies is sufficient to obtain improved performance.

6. Conclusion

Subband processing was applied to BSS for convolutive mixtures of speech. This was motivated by the fact that separation performance is degraded when a long frame size is used for several seconds of speech in frequency-domain BSS. We showed that subband BSS can (1) maintain a sufficient number of samples to estimate the statistics in each subband and (2) estimate an unmixing filter long enough to cover reverberation. We confirmed in experiments that subband BSS is effective.

Furthermore, by efficiently using subband processing, i.e., employing an appropriate separation method for each frequency band, we showed that (3) we can improve separation performance with long unmixing filters and (4) with the overlap-blockshift technique in low frequency bands. By using long unmixing filters and the fine overlap-blockshift technique only in low frequency bands, we can efficiently separate convolutive mixtures of speech. Such frequency-dependent processing is impossible with time-domain BSS and complicated with frequency-domain BSS. Moreover, we can save computation cost without degrading separation performance by limiting the use of long unmixing filters and the fine overlap-blockshift only to low frequency bands. Subband BSS is a powerful separation tool when source signals $x_i$ or the impulse response of system $h_{ji}$ have different characteristics in different frequency bands.
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