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ABSTRACT simultaneous diagonalization. Section 4 elaboratesdurth

In this paper we link the blind identification of a MIMO on the blind identification problem. Section 5 is the conclu-
sion.

Moving Average (MA) system to the calculation of the Canon= L
Our formulation is in terms of real-valued data; the gen-

ical Decomposition (CD) in multilinear algebra. This con- - : X
ceptually allows for the blind identification of systemsttha eralization to the complex case is straightforward.

have many more inputs than outputs. We also derive a new
theorem guaranteeing uniqueness of a high-rank CDandan 2. THE CD AND BLIND IDENTIFICATION

algebraic algorithm for its computation. _ _
Consider the following data model:

1. INTRODUCTION L—-1
Y(n)=> H()X(n—1)+N(n),
Blind identification of a linear system is the identification =0

of that system without knowing its inputs. Typically one

assumes that the inputs are spatially and temporally inde-n which X(n) € R’ are the unkown inputs, which are

pendent. assumed to be mutually independent in space and time and
In this contribution we exploit the structure of the higher- at least fourth-order stationaf(n) € R” are the observed

order cumulant of the outputs. We show that a part of it OutputsH(i) € R'*/, 1 =0,..., L — 1 are the unknown

satisfies a CD model, in which the components yield the un- Markov parameters, ant¥ () € R’ is Gaussian noise.

known Markov parameters. The CD of a higher-ordertensor ~ Let us consider th¢l x I°) matricesC(r1, 2,73, T1),

is the decomposition of that tensor in a minimal number of defined by

rank-1 terms; a rank-1 tensor is an outer product of a num-

ber of vectors, i.e., alvth-order tensord has rankl when (C(71, T2, 73, 74) Jir (12— 1) P2+ (ia =) T+ia =

there existV vectorsU®), U, ..., U such that: Cumy;, (n — 1), yip (0 — 72), yiy (0 — 73), 53, (0 — 74)].
1 2 N .
Giyiy..iy = uﬁ.jugj e uEN) Define also
T
for all values of the indices. A good tutorial on the CD H=( HL-1)" ... H(0)")

is [1]. A general discussion and a brief overview of the

state-of-the-art can also be found in [6]. Uniqueness of theThen we have:

decomposition has been investigated in [2, 3, 9, 10]. For an T =
(I xJx K x L) tensor, the number of terms in an essentially C(0,0,L — 1,0) . C(0,0,L —1,L — 1)
unique CD can be much higher than fiinJ, K, L) (unlike C(1,0,L — 1,0) . C(1,0,L —1,L — 1)

the situation for matrices), enabling us to blindly identif
systems that have many more inputs than outputs. : e :

The link between the CD and blind identification is ex- \ C(L —1,0,L-1,0) ... C(L-1,0,L—1,L—-1)
plained in Section 2. In Section 3 we derive two important — | -diagk,..., k) (H(L - 1) ©HO) o H)T
algebraic results: (i) a new uniqueness theorem for the CD,
based on relatively weak assumptions, and (ii) a powerful in which® is the Katri-Rao or column-wise Kronecker prod-
technique for the computation of the decomposition via a uct, andk, ..., x; are the cumulants of the inputs. This
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equation actually correponds to the decomposition of afieur Then we have thab(G, G) = 0 if and only if G is at most
order tensof € REIXIXIXLI “of which T is a matrix rep-  rank-1.

resentation, in a sum of rank-1 terms: ) ) )
Proof: It is easy to check tha?(G,G) = 0if G is

(T)krkoksks = (T) iy, (ka—1)LI24(kg—1) LI+ks rank-1. For the “only if” part, let the SVD d& be given by
U-X - VT, We have:
= 3oy (F) iy (E(L = 1))y (BE(0)) iy (HD) (1)

In what follows, we will derive means to compute this de-
composition.

9i1j1 94252 = Zaro—suilrvjlruizsvjzs
TS
Gi1j2Yizjy = Z OrOsUiyrVUjysUipsVjor-
s
3. ACDALGORITHM )
Rank-1 terms corresponding to the same s cancel out

This section is inspired by the techniques derived in [2, 7], in Eq. (5). However, due to the orthogonality fandV,
which only apply to super-symmetric higher-order tensors the other terms are linearly mdepende_nt. So we must have
(real tensors are super-symmetric when they are invariantthato,.os = 0 whenevern- # s; hence X is at most rank-1.

under arbitrary index permutations). n
Consider ari{I x .J x K x L) tensorT of which the CD Denote th€ I x J) matrices represented by the columns
is given by of EasEy,...,ER, letdy = ®(Es, E¢) and letthe columns
R of A, B be given by{A, }, {B,}. Due to the bilinearity of
tijht = Z @irbjrCrrdiy, 2 ®, we have
r=1

st = Z(W_l)pS(W_l)qtq)(ApBgvAqu)' (6)
pq

inwhichA € R’™*E B € R/*E C e REXE D ¢ REXE,
R is called the rank off . Trivial indeterminacies of this
decomposition are that tHe components may be reordered, Now consider the matricelI of which the entries sat-
and that, within the same component, the different factors isfy the following set of homogeneous linear equations:
may be rescaled, as long as the overall component remains

the same. Z Mgt st = 0. @)
Associate with7 a matrix-to-matrix mapping as fol- st
lows: As will become clear, these matrices formasdimensional
(T(V))i; = Ztijklvkl. subspace of the symmetri@® x R) matrices (under the
kl condition to be specified). L€tM,} represent a basis of
Let this mapping be represented by a maffixe RI/xKL,  this subspace. If the tensof®(4, B, A,B; )}y, are
and consider a factorization @fof the form linearly independent, then substitution of (6) in (7) shows
that
T=E-F7, ©)) . )
Z(Mr)st(w )ps (W™ )t = (Ar)pgpq VP, q
with E € RI7>*f andF € REL*E full rank (this factoriza- st
tion may, e.g., be obtained by means of a Singular Value De-, . ) . (8)
composition (SVD)). The full rank property is generically in which ¢ is the Kronecker delta. (8) can be rewritten as

satisfied ifR < min(I.J, KL). We call a property generic M; = W-A; - W7T
when it holds everywhere, except for a set of Lebesgue mea-
sure 0. Hence we may read the valleas the number of

significant singular values df. Because of (2) and (3), we Mr = W-Agr-WT7T 9)
have:
. R in which A4, ..., Ar are diagonal.W can be determined
AOB=E-W (CoD) =W -F° (4  from this simultaneous matrix decomposition by means of

the algorithms developed in [4, 5, 12, 13, 14].

Working onF may provide a similar set of equations in
W~ (provided{®(C, D}, CyD])},, are linearly inde-
pendent). These equations may be combined with (9).
Theorem1. Define amapping : R7 %7 xRIX7 — RIXIXIxJ The question is now under which condition &nlinear
by independence df®(A,B;, A;BI')},., can generically be

guaranteed. The following theorem establishes sufficient
(®(G,H))iyjrings = Yirji Nisjs — Girjalinji- () (but not necessary) conditions:

for some nonsingulaW € R®*%_ The task is now to find
W such that the columns & - W andF- W~ correspond
to rank-1 matrices.
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Theorem 2. The CD in Eq. (2) is generically unique, up to However, in the context of Section 2, the results of the
the trivial indeterminacies mentioned beforeRit< min(1.J, previous section should rather be considered as thedretica
KL)andR(R —1) < I*(J? - J)/2. contributions, intended to set out some marks showing what
theoretically can be achieved. We have proved that, using
sensors, one can identify a MIMO system of orddraving

as much ag inputs, bounded by

Proof: The first inequality was used in the derivation
of Eq. (4). The second inequality generically guarantees
linear independence ¢f>(A, B!, A;BT)},..,. These ten-

sors can be represented in a vector format as J(J —1) < L*I3(I - 1))2. (20)
Ay A, B, @B, — A4, ® A, ® B, ® B, With respect to application in practice, Section 2 has
= Ap ® Ag((Ly2x2 = P)(B, ® By)) the drawback that, in Eq. (1), we have actually only ex-

ploited the structure of the output cumulant for a very spe-

cific set of time lagsim; = 0,...,L — 1, » = 0, 13 =

in which P is a specific permutation matri is such that £ =1, 72 = 0,..., L — 1. The expressions fOT the input-

I,2, 2 — P has rank(J? — J)/2. Hence, the condition is output cumulant relations for other sets of time lags are

thatR(R — 1) < I2(J? — J)/2. - more complex. Assume, without loss of generality, that
Note that one may start from a version®bf which the 71 = max{7y, 72, 73, 74} andry = min{ry, 72, 73,74 }. Then

indices are permuted in the way that leads to the smootheste have:

condition onR. L—1—71+472

C(r1,72,73,74) = Z H(p) - diag(s1, ..., k) -
p=0

= (112x12 ® (IJ2><J2 - P))(Ap ® Aq ® Bp ® Bq)

Remark 1. The technique may also be used for the com-
putation of the CD of a third-order tens@r € RI*/*X T
of which the rankR < min(1J, K). By starting from the (H(7y =72 +p) OH(n — 75 +p) OH(r1 — 74 +p))" (1)
vector-to-matrix mapping

(T(V))ij = Y tigkvr,
k

One may expect to obtain more accurate results by matching
both sides of (11) for a sufficient number of time lags.

5. CONCLUSION
one obtains a simultaneous decomposition of the form (9)

(but not a similar set in terms 8V ~1). Again, the decom-  In this paper we have derived a new uniqueness theorem for
position is unique ifR(R — 1) < I2(J? — J)/2. the CD of a higher-order tensor, involving mild conditions
) on dimensions and rank. We have shown that, under the
Remark 2. For an(l x J x K x L) tensorT with L > conditions specified by the theorem, the canonical compo-
max(1, J, K), one can even allow a higher rank. One starts nents can be computed by means of a simultaneous congru-
from the vector-to-tensor mapping ence transformation. These powerful results are important
for many higher-order signal processing problems. Our ex-
(T(V)ijk = Z tijrivi position was limited to third- and fourth-order tensorst bu
! can be generalized to arbitrary tensor orders.
and imposes the structure We have established a link between the blind identifica-
tion of a MIMO MA system and the CD of a fourth-order
AGBOC=E-W. output cumulant. Based on this link, we have proved that it
is possible to blindly identify systems of which the number
This can be done by resorting to a variant of mappinig of inputs is roughly proportional té2L, in which I is the
Theor. 1. number of outputs andl the system order.

These results can be applied to, e.g., the problems dealt

within [8, 10, 11], and to the problem sketched in Section 2. AAcknowledgements
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