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ABSTRACT

This paper presents adaptive noise canceling(ANC) using
convolved reference noise. In many practical ANC applica-
tions, the reference noise has channel distortion, which may
degrade its performance. If the distortion includes nonmini-
mum-phase parts, the inverse cannot be implemented as a
causal filter. Therefore, the conventional ANC system may
not provide a satisfactory performance. In this paper, we
propose the delayed ANC system to deal with the prob-
lem, and derive learning rules for the adaptive FIR and IIR
filter coefficients based on independent component analy-
sis(ICA). Simulation results show that the proposed algo-
rithms are adequate for the considered situations.

1. INTRODUCTION

Among many fields of signal processing, noise reduction
has been considered as interesting area for many applica-
tions since it is one of the most essential fields in many
applications such as communication, speech enhancement,
image processing, medical signal processing, and so on.
In the case that we can acquire reference noise, we can
use adaptive noise canceling(ANC) as an efficient method
for noise reduction. ANC is an approach to reduce noise
in a corrupted signal based on the reference noise. The
most popular training method for ANC is the least-mean-
squares(LMS) algorithm, which minimizes second-order cor-
relation between the corrupted signal and the reference noise
[1][2]. However, ANC based on independent component
analysis(ICA) was recently developed, which shows better
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performance than the conventional LMS algorithm [3]. In
order to reduce noise, this method utilizes ICA which finds
independent signals from given mixed signals by consider-
ing higher-order statistics [4][5][6]. Consequently, in con-
trast to the LMS algorithm, ANC based on ICA removes not
only second-order correlation but also higher-order depen-
dency between the corrupted signal and the reference noise.

So far, we have often assumed that we acquire the ref-
erence noise and the primary input, in which the desired
signal is corrupted by a convolved version of the reference
noise. However, in many real-world applications, the ref-
erence noise is another convolved noise from an unknown
noise source, that is, the reference noise experiences a chan-
nel distortion. Thus we should consider the channel distor-
tion of the reference noise. When the distortion is nonmini-
mum-phase, the problem gets worse. In this case, the adap-
tive filter should be a noncausal filter, which cannot be a
noncausal filter in the conventional ANC system. There-
fore, the performance of the conventional ANC system may
be degraded. In order to deal with the problem, we propose
a delayed ANC, and derive learning rules for the adaptive
FIR and IIR filter coefficients based on ICA.

2. ANC BASED ON ICA

An ANC system is shown in Fig. 1, where a signals(t)
is transmitted to a sensor, and a noisen0(t) is added from
noise sourcen(t) through a convolutive channelh. Another
sensor only receives a noise signal to form the reference in-
put signalr(t). To get an outputu(t) as the best estimate of
the signals(t), the learning rule based on LMS of adaptive
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Fig. 1. The structure of ANC system based on ICA

filter coefficients are

∆w(k) ∝ u(t)r(t − k), 0 ≤ k ≤ L− 1, (1)

where the output of the systemu(t) is

u(t) = p(t)−
L−1∑
k=0

w(k)r(t − k). (2)

This method reduces the noise components of the primary
input from the reference input based on second-order statis-
tics only. In general, non-Gaussian signals may depend
upon higher-order statistics. Thus, for a better performance,
we need to consider higher-order statistics, for which ICA
can be utilized.

When the signalx is a linear summation of independent
signals,

x = As. (3)

ICA algorithms provide the independent signalu by esti-
mating an unmixing matrixW, which gives

u = Wx. (4)

Bell and Sejnowski proposed to learn the unmixing matrix
W by minimizing the mutual information among compo-
nents ofy = g(u), whereg denotes a function approxi-
mating the cumulative density function(cdf) of the sources,
andu denotes the recovered sources [5]. They also showed
that the mutual information among components ofy is min-
imized by maximizing entropy ofy for positively kurtotic
signals. Since the entropy ofy is expressed in terms of the
JacobianJ , maximizing the entropy ofy is equal to maxi-
mizing the absolute value of the JacobianJ .

H(y) = −E{log(fy(y))}
= −E{log(fx(x))} + E{log |J |}, (5)

wherefx(x) and fy(y) are the probability density func-
tions(pdf) ofx andy, respectively. Based on the entropy
maximization, Torkkola and Leeet al. have proposed an
algorithm to deal with convolved mixtures [7][8].

By setting the reference inputr(t) to a dummy out-
put, the entropy maximazation algorithm is easily applied
to ANC. In this case, the Jacobian of the system is

J =
∂y1

∂p

∂y2

∂r
− ∂y1

∂r

∂y2

∂p
=

∂y1

∂u

∂y2

∂r
, (6)

wherep = s+n0; y1 andy2 are outputs of the nonlinearities
g. By maximizinglog |J |, the learning rule of adaptive filter
coefficients is obtained as follows:

∆w(k) ∝ ∂

∂w(k)
log |J | =

∂ log |J |
∂u

∂u

∂w(k)
(7)

= ϕ(u(t))r(t − k), 0 ≤ k ≤ L− 1, (8)

where the output of the system is the same as that of con-
ventional ANC system based on LMS, which is Eq. 2, and
the score functionϕ(u) is

ϕ(u) = −∂ log(fu(u))
∂u

. (9)

3. PROBLEM FORMULATION

In the previous section, we assumed that the reference input
r(t) was simply the noise sourcen(t), and the noise com-
ponent added to the primary input is set to a convolved ver-
sion of the noise source. However, it is impossible to get the
noise sourcen(t) without any channel distortion for the ref-
erence input. In many practical applications, such as ANC
on audio signals recorded by microphones in acoustic en-
vironments, the assumption of the reference input does not
hold any more. The acoustic environments impose different
impulse responses from the noise source to the microphone.
Moreover, different microphones have different character-
istics, and even the same microphone may have different
characteristics according to directions from sources. In this
case, the primary input and the reference input are as fol-
lows:

P (z) = S(z) + H1(z)N(z) (10)

R(z) = H2(z)N(z), (11)

whereH1(z) andH2(z) denote arbitrary channels in z-tran-
sform domain. In this case, the noise source is transmitted
not only to the primary input but also to the reference input
through channelH1(z) andH2(z), respectively. In order
for the output of the systemU(z) to be the best estimate of
the signalS(z), the adaptive filterW (z) should be

W (z) = H1(z)H−1
2 (z), (12)

since

U(z) = P (z)−W (z)R(z)
= S(z) + H1(z)N(z)−W (z)H2(z)N(z)
' S(z). (13)
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Fig. 2. The structure of delayed ANC system based on ICA

As shown in Eq. 12, the adaptive filterW (z) includesH−1
2 (z).

Whether stable causalH−1
2 (z) exists or not depends on the

position of zeros ofH2(z) since zeros ofH2(z) is the poles
of H−1

2 (z). If a zero ofH2(z) exists outside the unit cir-
cle, that is, ifH2(z) is nonminimum-phase filter, no stable
causal inverse exists. However, the filter can have a stable
noncausal inverse. A nonminimum-phase filter can be de-
composed into minimum-phase filter and all-pass filter, that
is, H(z) = Hm(z)Ha(z), which is so called all-pass de-
composition. Thus, its inverseH−1

m (z)H−1
a (z) is a product

of the inverse of a minimum-phase filter, which is a stable
causal filter, with the inverse of an all-pass filter represent-
ing time lag, which is time advance. The overall inverse is
a noncausal filter. For details, see [9][10].

Unless the channel from the noise source to the refer-
ence input is nonminimum-phase, the conventional ANC
with enough number of adaptive filter coefficients works
very well. Unfortunately, it is not guaranteed that the chan-
nel is always minimum-phase. In many practical applica-
tions, such as ANC with room acoustics, we often have
to deal with nonminimum-phase channels whose inverse is
noncausal and very complicated [11][10][12]. Consequently,
adaptive filterW (z) should be a noncausal filter.

4. DELAYED ANC

As discussed in previous section, in the case thatH2(z)
is nonminimum-phase, to remove noise successfully, the
adaptive filterW (z) should be a noncausal filter. While the
present output of a causal filter depends on the present and
the past input, that of a noncasal filter depends on not only
those but also the future input. However, note that ANC
systems remove noise by subtracting a corresponding out-
put of the adaptive filter from the primary input To bypass
the problem that the future input is required to get the corre-
sponding output, we propose to delay the primary input. In
this case, we can obtain the corresponding output without
the future input.

4.1. Learning rule for adaptive FIR filter

As shown in Fig. 2, to construct the delayed ANC system,
we put the delay term in the primary input of the conven-

tional ANC system. Thus, the output of this systemu(t) is
re-defined as

u(t) = p(t −D) −
L−1∑
k=0

w(k)r(t − k). (14)

Because putting the delay term does not introduce any other
parameters, Jacobian of the system is exactly the same as
Eq. 6. By minimizinglog |J |, the learning rule of adaptive
filter coefficients can be derived, and they provide the same
forms in Eq. 8

4.2. Learning rule for adaptive IIR filter

Since the adaptive filter includes theH−1
2 (z) component as

shown in Eq. 12, the adaptive filter should have both of ze-
ros and poles in general, that is, it can be modelled by IIR
filter. The number of filter taps is too large to implement
H−1

2 (z) by using FIR filter. Using IIR filter as the adaptive
filter reduces the number of filter coefficients to be learned.

In the case of IIR adaptive filter, Jacobian is also the
same one for the adaptive FIR filter. The outputs of the IIR
adaptive filter and the system are changed to

v(t) =
L1−1∑
k=0

wn(k)r(t − k)

−
L2−1∑
k=1

wd(k)v(t − k) (15)

u(t) = p(t −D) − v(t)

= p(t −D) −
L1−1∑
k=0

wn(k)r(t − k)

+
L2−1∑
k=1

wd(k)v(t − k). (16)

In order to maximizelog |J |, differenciating it with respect
to wn(k) andwd(k) provides the learning rule of adaptive
filter coefficients as follows:

∆wn(k) ∝ ϕ(u(t))r(t − k), 0 ≤ k ≤ L1 − 1,

∆wd(k) ∝ −ϕ(u(t))v(t − k), 1 ≤ k ≤ L2 − 1,(17)

where the score functionϕ(u) is the same as Eq. 9.

5. EXPERIMENTAL RESULTS

The delayed ANC algorithm was applied to speech enhance-
ment. The channel from the signal source to the primary
input is assumed as a linear scaleα. On the other hand, FIR
filter h1 andh2 were used for modelling channels from the



SNR[dB] Gaussian Laplacian Babble Music

Input -3.11 -3.08 -3.04 -3.07

Output
(1) 1.67 1.54 4.47 1.42
(2) 29.51 28.91 24.16 28.23
(3) 29.78 30.40 24.41 29.90

Table 1. The results for simple convolutive channels

noise source to the primary input and the reference input, re-
spectively. Thus, the primary input and the reference input
were as follows:

p(t) = αs(t) +
N−1∑
k=0

h1(k)n(t − k) (18)

r(t) =
N−1∑
k=0

h2(k)n(t − k) (19)

We used a clean speech from TIMIT DB for the signal source
s(t), and artificially generated i.i.d. Gaussian or Lapla-
cian signal, recored babble noise, or music for the noise
sourcen(t), respectively. The sampling rate of each sig-
nal is 16kHz, and the length of each signal is 60000 sam-
ples. sign(·) was used as the score function because de-
sired output signal is speech, which approximately follows
Laplacian distribution. The performance of the system was
compared in terms of signal-to-noise ratio(SNR). Because
the primary input is delayed, in the delayed ANC system,
the expected outputu(t) is not s(t) but s(t − D). There-
fore, SNR is expressed as

SNR = 10 log
∑

(αs(t −D))2∑
(u(t)− αs(t −D))2

, (20)

whereD is the delay of the primary input.

5.1. Simple convolutive channels

First, we used 2 simple filters for convolutive channelh1

andh2, which are shown in Fig. 3. As shown in Fig. 4,
some zeros ofh2 exist outside the unit circle, that is,h2

is nonminimum-phase. We compared the performance of
each of the 3 different ANC systems to another. In Table 1,
(1) denotes the conventional ANC system which has 300
tap adaptive FIR filter, (2) denotes the delayed ANC system
which has 300 tap adaptive FIR filter with 150 tap delay,
and (3) denotes the delayed ANC system which has 160
taps forwn(k) and 10 taps forwd(k) in the adaptive IIR fil-
ter with 150 tap delay. In this experiment, most of zeros of
h2 are outside the unit circle. Hence, without delay of the
primary input, the corrupting noise in primary input could
not be removed successfully. The results show that the per-
formance of the delayed ANC system is much better than
that of the conventional ANC system, and the adaptive IIR
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Fig. 3. Simple convolutive channels
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Fig. 4. Zeros of impulse responseh2

filter reduces the number of filter coefficients to be learned
without performance degradation.

5.2. Simulated room acoustic channel

For a more practical experiment, simulated room impulse
responses were used for convolutive channels which were
obtained by the method in [13][14]. It was assumed that the
condition of the room and the location of the sources and the
sensors were the same as Fig. 5. Reverberation time was
62.5ms, which corresponded to 1000 taps, and the veloc-
ity of sound is 340m/s. The heights of sensors were 50cm,
whereas those of the sources were 30cm. Fig. 6 shows the
obtained room impulse responseh1 and h2, which were
1000 tap FIR filters. Zeros ofh1 andh2 are plotted in Fig. 7.
There are also lots of zeros outside the unit circle. In the
same manner as the previous experiment, the performance
of each of the 3 different ANC systems was compared to an-
other. The results are shown in Table 2, where (1) denotes



source
noise

signal
source

floor : 0.7
walls : 0.7

ceiling : 0.4
1h

2h20

20

90

730

35
0

30

reflection coefficients
110

30

unit : cmheight : 250

Fig. 5. The environment of simulated room

0 100 200 300 400 500 600 700 800 900 1000
−0.2

0

0.2

0.4

0.6

0.8

1

(a) Impulse responseh1

0 100 200 300 400 500 600 700 800 900 1000
−0.2

0

0.2

0.4

0.6

0.8

1

(b) Impulse responseh2

Fig. 6. Simulated room acoustic channels

the conventional ANC system which has 4000 tap adaptive
FIR filter, (2) denotes the delayed ANC system which has
4000 tap adaptive FIR filter with 2000 tap delay, and (3)
denotes the delayed ANC system which has 3000 taps for
wn(k) and 1000 taps forwd(k) in the adaptive IIR filter
with 2000 tap delay. These results also show that the per-
formance of the delayed ANC systems is better than that of
the conventional ANC system, and the performance of the
delayed ANC system was improved by using the adaptive
IIR filter with the same number of coefficients.

5.3. Real room recording

Finally, we applied the proposed ANC algorithms to signals
recorded in a real office room. The condition of the room,
and the location of the sources and the sensors are similar to
those of the previous experiment which is shown in Fig. 5
We used 4000 tap adaptive FIR filter with no delay and 2000
tap delay. In this experiment, it is impossible to calculate
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Fig. 7. Zeros of impulse responseh2

SNR[dB] Gaussian Laplacian Babble Music

Input -3.03 -3.16 -3.07 -2.98

Output
(1) 5.0 4.92 7.8 7.8
(2) 14.37 14.33 12.6 12.97
(3) 16.99 17.04 13.22 15.02

Table 2. The results for simulated room acoustic channels

exact SNRs given by Eq. 20 because we do not know the
signal source. Therefore, we just presented the waveforms
of the input and the output signals. Fig. 8 displays the real-
recorded input signals whereas Fig. 9 displays the output
signals of the ANC systems. In Fig. 9, it is not difficult
to know that the performance of the delayed ANC is much
better than that of the conventional ANC system.

6. CONCLUSION

In this paper, we considered ANC problems which have
a nonminimum-phase filter for the channel from the noise
source to the reference input. In this case, the adaptive fil-
ter should be a very long and noncausal filter. To learn the
adaptive filter as a noncausal filter, we have proposed the
delayed ANC which has a delay in the primary input. In
addition, we have derived the learning rule for the adap-
tive IIR filter to reduce the number of the adaptive filter co-
efficients. The simulation results show that the proposed
methods provide a much better performance than the con-
ventional method.
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