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Abstract— The most important use of a spread spectrum com-
munication system is that of interference mitigation. In fact, a
spread spectrum communication system has an inherent temporal
interference mitigation capability, usually called a processing gain.
This gain enables the system to work properly in many cases. At
times, however, the interference can be too strong, or the require-
ments for the link quality are more stringent, so that additional
interference mitigation is needed.

In a cellular network the interference originating from the
neighboring cells, called inter-cell interference, is one of the rea-
sons for the need for additional interference mitigation capabil-
ity in a receiver. In this paper we consider Independent Compo-
nent Analysis (ICA) for the mitigation of inter-cell interference.
Namely, we consider the use of ICA as an advanced pre-processing
tool, which first mitigates the interference from the received array
data and passes the residual signal for the conventional detection.
Numerical experiments are given to evaluate the performance of
two variants of the ICA-assisted receiver chains. They indicate
clear performance gains in comparison to conventional detection
without interference mitigation. In addition, the ICA-assisted re-
ceiver chains are robust against the fluctuations in the loads of the
cells, which is an important feature in practice.

I. INTRODUCTION

In wireless spread spectrum (SS) communication systems
bandwidth expansion gives an inherent temporal interference
suppression capability, usually called a processing gain. In
many cases this gain is sufficient for the system to work prop-
erly. At times, however, additional interference capability is
needed. First of all, bandwidth expansion results in bandwidth
dependent suppression capability. It is quite understandable
that due to the other existing wireless system, one cannot en-
large the bandwidth infinitely. Secondly, even though the sys-
tem might work properly with no additional interference sup-
pression, it usually works much better if such an additional
capability is utilized. Thus, interference mitigation techniques
can be used for either maintaining or improving the reliability
of communications without the need for a wider spectrum.

Interference mitigation techniques in SS communications
have been studied extensively in the past due to the inevitable
gains in system performance and capacity [7]. In commercial
cellular SS systems, like the systems based on direct sequence
code division multiple access (DS-CDMA) [16], many types
of interferences can appear, starting from multiuser interfer-
ence inside each sector in a cell to inter-operator interference.
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Also unintentional jamming can be present due to co-existing
systems at the same band, whereas intentional jamming arises
mainly in military applications.

In DS-CDMA systems, the conventional RAKE receiver [8]
is used widely in practice when multi-path scenario is present.
This is because it is usually more robust against model imper-
fections and nonstationarities than more sophisticated receiver
structures discussed for example in [6], [15]. However, RAKE
is based only on the processing gain and frequency diversity,
and hence it is vulnerable in the presence of higher interfer-
ences. Additional interference capability can be gained by the
use of multiple antenna sensors utilizing spatial diversity. Mul-
tiple sensors enable the use of directional antennas, which can
point their beam to a specific direction for reducing the interfer-
ence level for a desired user. Direction-of-arrival (DOA) esti-
mation thus becomes a prerequisite task for conventional array
receivers.

Standard DOA estimation techniques require exact prior
knowledge of the positions of the receiving antenna sensors.
Blind techniques [3], [4], [5] relax this stringent requirement,
making it possible to achieve performance gains when applied
to uncalibrated arrays in which the positions of the sensors are
known only roughly or not at all. Most blind techniques are
based on the assumption that the original information (source)
signals are statistically independent of each other. This assump-
tion is quite realistic here, because the signals originating from
different cells are typically independent.

Belouchrani and Amin [1] were the first to present the idea of
applying blind source separation (BSS) techniques to aid con-
ventional detection in array reception. They used BSS tech-
niques to separate a set of independent information signals from
their DOA dependent mixtures observed at the sensors. In [13],
[11], [9], [14], [10] this framework was further developed. First
of all, BSS based on independent component analysis was uti-
lized to make the receiver chain applicable in separation of un-
correlated sources, which is usually the case due to data modu-
lation. In addition, jamming or interfering signals can be tem-
porally uncorrelated, too. Also, different types of switching
strategies between ICA and conventional detection were devel-
oped and evaluated. The goal there was to activate ICA pro-
cessing only when it is expected to improve the performance of
the whole receiver chain.

In this paper we apply the ICA-assisted receiver chains in a
more realistic setting. Namely, a piece of a cellular network is
considered, where the mitigation of the interference originat-
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ing from the neighboring cells are of primary interest. Numeri-
cal experiments are given to evaluate the achieved performance
gains.

II. DATA MODEL

A cellular spread spectrum network with direct sequence
spreading is assumed. Without loss of generality, we consider
here a downlink channel (for example base-to-mobile), and thus
the data sent by one base station, describing the received block
of M symbols is of the form [6], [15]

r(t) =

M
∑

m=1

K
∑

k=1

am bkmsk(t−mT − d) + n(t) (1)

where the symbols bkm are sent to K users via a channel char-
acterized by a complex path gain am and a path delay d. It is
assumed that the delay d is discrete, d ∈ {0, . . . , (C − 1)/2},
and remains constant for every block of M data symbols. Fur-
thermore, sk(·) is kth user’s binary chip sequence, supported
by [0, T ), where T is the symbol duration, and n(t) is Gaussian
noise.

Suppose the signal r(t) in (1) describes the cell of interest.
The interference originating from the users of neighboring cell
can be expressed as

jξ(t) =
∑

ξ,m

aξbξm

(rξ1
rξ2

)ν/2

10
χξ1

−χξ2
20 sξ(t−mT − dξ) (2)

Here the users are labeled with a symbol ξ, regardless of the
cell where the user is. The complex path gain aξ includes the
target signal strength. rξ1 and rξ2 tells the distance of a user
ξ to its own base station and to the base station of interest, re-
spectively. Parameter ν indicates the power loss; here a fourth
order law is assumed (ν = 4). The shadowing terms for the ξth
user, describing the attenuation due to buildings etc., are mod-
eled as log-normally distributed random variables and constant
over the observations interval, and therefore, the variables χn1

and χn2
are independent Gaussian random variables.

Assuming an antenna array, the received signal at the nth
antenna element (n = 1, . . . , N) before the down-conversion
can be written as

un(t) = r(t)ej2πfctej(n−1)θr+
∑

ξ

jξ(t)e
j2πfξtej(n−1)θξ (3)

where the baseband spread spectrum signals r(t) and jξ(t) are
DSB modulated at the carrier frequencies fc and fξ, respec-
tively. Variables θr and θξ are related to the directions of arrival
of the information bearing signal r(t) and the out-of-cell inter-
ference signals jξ(t) respectively, and their form depends on
the antenna configuration.

This signal is down-converted to the baseband, yielding

rn(t) = un(t)e
−j2πfct =

r(t)ej(n−1)θr +
∑

ξ

jξ(t)e
j2π(fξ−fc)tej(n−1)θξ (4)

where, without loss of generality, the carriers have the same
initial phase. In practice, the interfering signals jξ(t) arrive
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Fig. 1. Macro-cell geometry with a physical layout of the cell-of-interest and
the first two layers of interfering cells. The inner layer of interfering cells is
within a radius din = 2000 m while the outer layer is within a distance of
dout = 3300 m.

from somewhat different directions θξ, which may be closer or
farther away from each other depending on the situation. The
interferences are often fairly weak, and their sum constitutes
a kind of additive noise term which disturbs reception of the
information signal r(t). In this paper, we make the simplify-
ing assumption that the interfering signals θξ all come from the
same “average” direction θq. Then the last term in Eq. (4) can
be expressed in simpler form as

q(t)ej(n−1)θq (5)

where q(t) is the combined interfering signal:

q(t) =
∑

ξ

jξ(t)e
j2π(fξ−fc)t (6)

Using these definitions the received antenna data r(t) can be
represented more concisely in vector form as

r(t) = Θz(t) + n(t) (7)

where the vector

r(t) = [r1(t) r2(t) · · · rN (t)]
T (8)

contains the signals received at the N array elements at time t,

z(t) = [r(t) q(t)]T (9)

is a vector having as its elements the information signal r(t)
and down-converted combined interfering signal q(t) at time t,
and the array steering matrix

Θ =











1 1
ejθr ejθq

...
...

ej(N−1)θr ej(N−1)θq











(10)
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The N -vector n(t) is similar in form to (8), containing additive
white Gaussian noise (AWGN) terms ni(t) at each antenna
element i.

III. INDEPENDENT COMPONENT ANALYSIS

Independent Component Analysis (ICA) [5] is a fairly new
statistical technique which has recently drawn a lot of atten-
tion. The goal of ICA is to express a set of observed sig-
nals or random variables as linear combinations of statistically
independent components, which are often called sources or
source signals. In standard linear ICA, the m observed sig-
nals x1(t), . . . , xm(t) at the time instant t are assumed to be
linear combinations of n unknown but statistically independent
source signals s1(t), . . . , sn(t) at the time t. The ICA problem
is blind, because not only the source signals but also the mixing
coefficients are unknown.

We introduce the data vector x(t) = [x1(t), . . . , xm(t)]
T for

the observed signals xi(t) at time t, and the source vector s(t)
= [s1(t), . . . , sn(t)]T for the source signals sj(t). Then the in-
stantaneous noisy linear ICA mixture model is given by

x(t) = As(t) + n(t) (11)

Here them×n unknown but constant mixing matrixA contains
the mixing coefficients, and n(t) denotes the additive noise vec-
tor at time t. We make the standard assumptions thatA has full
rank, and that n ≤ m, meaning that there are at most as many
source signals sj(t) as mixtures xi(t).

The source signals s(t) are estimated using only the obser-
vations x(t) by finding an n × m unmixing matrix W. This
matrix should be such that the n-vectorWx(t) recovers the set
of original sources as well as possible. Because of the blind-
ness of the problem, only the waveforms of the sources can be
estimated. For estimating the unmixing (separating) matrixW,
many different methods have been proposed [5]. Most of these
are ICA methods exploiting the statistical independence of the
sources, but there exist other approaches which utilize temporal
correlations or nonstationarity of the sources. The mutual per-
formance of these methods depends largely on the validity of
the assumptions made on them in the problem at hand.

A comparison of the array signal model (7) with the mix-
ing model (11) shows immediately that (7) is actually a noisy
mixing model with a mixing matrix Θ and source vector z(t).
Hence ICA or other BSS techniques can be applied to sepa-
ration of the information signal r(t) and inter-cell interference
signal q(t). Estimates of these signals are obtained as the com-
ponents of the two-dimensional vector Wr(t), but their order
and scaling is arbitrary.

In our experiments, we applied the so-called FastICA algo-
rithm for complex mixtures [2], [5], [12]. FastICA is a fast
method for performing linear ICA, and its basic form relies
on the sample fourth-order statistics kurtosis [5]. However,
other forms of the algorithm employing more robust lower-
order statistics have been developed [5]. Instead of FastICA,
other ICA algorithms developed for complex-valued mixtures
could be used.

In most ICA methods, the data are first pre-whitened spa-
tially. This makes the subsequent separation task easier, be-
cause the separating matrix is then constrained to be orthogonal
[5]. In whitening, the observed mixtures r(t) are transformed
linearly so that their components become uncorrelated and have
unit variance:

y(t) = Tr(t), E{y(t)y(t)H} = I (12)

Here y(t) is the whitened data vector, T a whitening transfor-
mation matrix, I the unit matrix, and H denotes complex con-
jugation and transposition. Whitening is often carried out via
principal component analysis (PCA), which yields for complex-
valued data the transformation matrix

T = Λ
−

1
2

s UH
s (13)

There the matrices Λs and Us respectively contain the
eigenvalues and eigenvectors of the autocorrelation matrix
E{r(t)r(t)H} of the received data vectors r(t). When PCA
is used for whitening, it is easy to reduce the dimensionality
of the data vectors simultaneously if desired by using only the
principal eigenvectors in Λs andUs; see [5] for details.

The FastICA algorithm is then used to separate the sources,
given their whitened mixtures y(t). The core of this algorithm
is updating of the ith column wi of the orthogonal separating
matrixW according to [2], [5]

w+
i = E{y(t)[wH

i y(t)]
∗|wH

i y(t)|
2} − γwi (14)

where w+
i is the updated value of wi, and ∗ denotes complex

conjugation. The constant γ is 2 for complex-valued signals,
and 3 for real ones. In practice, the expectation E in (14) is re-
placed by computing the respective average over the available
set of whitened data vectors y(t). The update rule (14) uses
the standard cubic nonlinearity arising from the maximization
of the kurtosis, but other versions of the complex FastICA algo-
rithm exist, too [2]. These typically apply slower growing non-
linearities which are more robust against outliers and impulsive
noise in the data. In addition to (14), the columns of w+

i must
be orthonormalized after each step. This can be carried out for
example via Gram-Schmidt orthogonalization. FastICA and its
different variants are discussed thoroughly in [5].
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Fig. 2. Semi-blind pre- and post-switching interference cancellation schemes
combining ICA and RAKE. r1 . . . rn is the received data, rp is the preamble
sequence used for switching between the two sections, W is the orthogonal
separating matrix. The dashed blocks are the pre-switching portion and the
post-switching portion of the receiver.
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Fig. 3. Bit-error-rate as a function of SIR at an average SNR = 10 dB
for K = 16 users (half load) of equal strength in an AWGN chan-
nel with 6 interfering cells. Each cell has 16 users, who interfere
with the user-of-interest in the cell-of-interest. Semi-blind solutions
include ICA-RAKE with pre-switching and post-switching. MRC is
with Na = 3 antennas, while ICA always includes dimensionality re-
duction during the whitening stage.

IV. SIMULATION RESULTS

The simulated macro-cell model is a two layered cell struc-
ture as shown in Fig. 1. The cell-of-interest is surrounded by
two layers of interfering cells. Each cell is assumed to have a
radius of dc = 666 m. The inner layer of interfering cells are at
a distance of din = 2000 m while the second layer of cells was
included when the interfering sources were within the radius of
dout = 3300 m.

A simulated DS-CDMA downlink model with Additive
White Gaussian Noise (AWGN) channel is assumed. The path
delay of the channel is assumed to be known. The system uses
short Gold Codes of length C = 31. The load in each cell is
assumed to be with respect to the spreading factor C. A quarter
load implies K = 8 users per cell in both the cell-of-interest
and the interfering cells, while a full load implied K = 31
users. In addition to determining the interference cancellation
capabilities of ICA, we wanted also to examine the loss of per-
formance due to increasing loads. The length of the data block
for each user was M = 200 symbols, modulated by QPSK
modulation. The user-of-interest is chosen randomly, and the
receiver has a Na = 3 element antenna array. The results are
based on 3000 independent runs, and they are compared with
two ICA structures and with standard RAKE receiver which
uses Maximum Ratio Combination (MRC) over the antenna
elements [8]. The compared ICA structures, pre- and post-
switching [14], [10], are depicted in the schematic diagram of
Fig. 2.

First, the effect of inner layer interferences due to adjacent
cells was studied. Different loads were used to generate the
interferences. It was initially assumed that the number of in-
terfering sources in each cell was identical (meaning that if the
cell-of-interest was half loaded, so were all the cells). This is

−30 −25 −20 −15 −10 −5 0 5 10 15
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SIR

B
E

R

Load = 0.25
Load = 0.5
Load = 0.75
Load = 1.0

Fig. 4. Bit-error-rate as a function of SIR at an average SNR = 10 dB
for different load factors. With C = 31 codes, full load is K = 31

users, while quarter load is K = 8 users. Solutions here are for ICA-
RAKE pre-switching.

not a necessity, but the results given in this paper are for this
situation. Fig. 3 shows the performance of ICA pre- and post-
switches with respect to MRC for a half-loaded cell with a con-
stant SNR ratio of 10dB.

For the signal-to-interference ratios (SIR) of −20dB to
−5dB, ICA with post-switching offers a gain of about 7 to 2 dB.
Pre-switched version of ICA starts to deteriorate after −10dB
and beyond 0 dB offers no gain when compared to MRC. This
is because pre-switching starts to favor MRC when the contri-
bution of the interfering signal deteriorates and finally ICA is
not applied to the multiuser signal beyond SIR of 0 dB.

In the next series of simulations, the effect of increasing
load on ICA was studied. The adjacent cells and the cell-of-
interest had loads of K = 8, 16, 24, 31 users which correspond
to quarter, half, three quarters, and full loads, respectively. As
expected, all the three methods showed a degradation in per-
formance as the load increases. Consider first Fig. 6, which
shows the loss of performance of MRC receivers. As the load
increases from K = 8 users to K = 31 users, the performance
drops by 2.5 dB initially, and further by 2 dB at every subse-
quent addition.

In Figs. 4 and 5, a similar trend is observed. A closer ex-
amination of the figures reveals an interesting feature of ICA-
assisted receiver structures. Since the final stage of all ICA-
assisted receivers is RAKE (or MRC) based, and ICA is only
applied to cancel interferences from adjacent cells, this loss of
performance is mainly due to RAKE (or MRC). Furthermore,
these interferences are mainly due to intra-cell interferences or
multi-user interferences, which exists even after ICA has been
used to separate the interferences due to other cells. These intra-
cell interferences cause a degradation of performance in RAKE
(and MRC) which is affects ICA-assisted receivers. Subtracting
the degradation of performance due to MRC, one can see that
ICA is insensitive to the increase in the load. ICA considers
all these interferences as a single interference which has to be
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Fig. 5. Bit-error-rate as a function of SIR at an average SNR = 10 dB
for different load factors. With C = 31 codes, full load is K = 31

users, while quarter load is K = 8 users. Results here are for ICA-
RAKE post-switches.
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Fig. 6. Bit-error-rate as a function of SIR at an average SNR = 10 dB
for different load factors. With C = 31 codes, full load is K = 31

users, while quarter load is K = 8 users. Results here are the MRC
solutions without interference cancellation.

removed, and hence separates a summed signal of interferences
rather than every interfering source. Such a feature is important
in receivers, because it makes the receiver robust against load
fluctuations.

Finally, the errors in blocks (Block-error-rates) were also
calculated. They follow a similar trend than the bit-error-rate
curves, and are shown in Figs. 7, 8, 9, and 10. Simulations
with outer-layer interferences provided about 7 to 5dB perfor-
mance gains using ICA-assisted receiver structures, too, con-
firming that ICA is robust against load fluctuations.
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Fig. 7. Block-error-rate as a function of SIR at an average SNR =
10 dB for K = 16 users (half load) of equal strength in an AWGN
channel with 6 interfering cells. Each cell has 16 users, who interfere
with the user-of-interest in the cell-of-interest. Semi-blind solutions
include ICA-RAKE with pre-switching and post-switching. MRC is
with Na = 3 antennas, while ICA always includes dimensionality
reduction during the whitening stage.

V. CONCLUSIONS

Interference cancellation forms an important part of wire-
less communication. The quality of communications degrades
severely when the interfering signal is not canceled effectively.
Furthermore, robust schemes should be able to work even when
the number of interfering sources increases. This paper consid-
ers the use of a blind procedure in combination with a popu-
lar practical receiver structure - RAKE - to help in interference
cancellation. RAKE utilizes prior information on the problem,
but neglects the strong and realistic independence assumption
of the desired information signal and disturbing interfering sig-
nal. The resulting ICA-RAKE methods are thus semi-blind in
nature, combining efficiently the available information on the
cancellation problem. ICA treats interferences originating from
several sources as a single interference, and hence its perfor-
mance does not severely degrade when the number of sources
increases. Furthermore, ICA-assisted receiver structures pro-
vide around 7 to 2 dB gain in the regions of strong interference.
This work can be extended into several directions by combining
in various ways out-of-cell and multi-user interference cancel-
lation schemes.
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Fig. 9. Block-error-rate as a function of SIR at an average SNR = 10
dB for different load factors. With C = 31 codes, full load is K = 31

users, while quarter load is K = 8 users. Results here are for ICA-
RAKE post-switches.
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Fig. 10. Block-error-rate as a function of SIR at an average SNR = 10
dB for different load factors. With C = 31 codes, full load is K = 31

users, while quarter load is K = 8 users. Results here are the MRC
solutions with out interference cancellation.
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