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We propose an AI system (a deep learning model) that solves two-choice questions. Our system selects the better 
answer or hypothesis among two hypothetical answers to a problem. By applying such a hypothesis selection 
mechanism to the multiple hypotheses of automatic speech recognition (ASR), we can find the best hypotheses and 
thus greatly improve the ASR performance. Our AI system is modeled based on state-of-the-art deep learning 
technology. By focusing on solving simple two-choice questions, our system can achieve high performance with a 
small model size. Our system outperforms the de facto standard model for ASR hypothesis selection using only one-
tenth the number of parameters. Our system can also be applied to other tasks that output multiple hypotheses such 
as machine translation or text summarization. In addition, we often solve two-choice questions in our daily life and 
we expect that our AI system will also help us make better choices when we have to reach important decisions.

17
Solving two-choice questions makes AI clever

- Deep pairwise comparison model for ASR hypothesis selection -

LSTM: Long Short-Term Memory

FFNN: Feedforward Neural Network

sigmoid: Sigmoid function

Hyp. A

Hyp. B
Hyp. BHyp.1: Fairly nice day

Hyp.2: Many nice date 

Hyp.3: Very nice day

Hyp.N: Many dice data

Hypothesis selection from multiple ASR hypotheses

Hyp. 3: Very nice day

The surviving hypothesis is 

the most accurate.

Final ASR result

Solving two-choice questions by AI

Very nice day

The most accurate hypothesis can be estimated by repeatedly comparing hypothesis using our AI. 

Modeling based on state-of-the-art deep learning technology
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