Crossmodal learning for concept acquisition of human movements

1 6 Al that acquires knowledge just by watching TV

We developed a crossmodal learning method that can acquire "concepts" corresponding to specific objects and events on
unlabeled audio and video signals. Achieving it in an unsupervised way is particularly important, since it is generally
difficult to manually label all the objects and events appearing in audio-visual data for supervised learning. Our main idea
was identifying concepts by looking at them from different modalities, just like looking at objects from different angles.
To efficiently detect and utilize temporal co-occurrences of audio and video information, we employed a guided attention
scheme. Experiments using real TV broadcasts of sumo wrestling with live commentaries show that our method can
automatically associate specific athlete techniques and its spoken descriptions without any manual annotations. We are
aiming for a future in which Al can acquire knowledge autonomously by just watching and listening to everyday scenes, or
watching TV.
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