Post-editing support based on source-target word alignment
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Looking for mistakes in machine translation

Abstract

Neural machine translation has the problem of generating fluent translations that do not necessarily match the content of the
source text. We present technology that supports "post-editing," in which humans and machines cooperate to detect and correct
errors in machine translation. We have developed a method to obtain word alignment between source and target sentences that are
not necessarily semantically equivalent due to translation errors. It can present the user with the editing operations necessary to
correct errors in the output of machine translation. We aim to realize interactive machine translation as easy to use as a spell

checker.

Post-Editing for Machine Translation

Neural networks have greatly improved the accuracy of
machine translation, but they will never eliminate machine
translation errors. In fields where errors are not allowed,
such as medicine and patents, post-editing (error detection
and correction by humans) is essential.
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Quality Estimation Task datasets in WMT-2020

» 8,000 tuples of source, machine-translated, and post-edited
sentences with OK/BAD translation tags for each word

» Of these, 1,000 tuples are manually word-aligned

» The accuracies (F1) of edit tags and word alignment are

Post-edited sentence

FlENFE

Predicts editing operations in the post-editing by combining
word-level quality estimation (OK/BAD) and word alignment
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Word alignment (new technology)

Mistranslated word pairs are aligned as well.

| love cats

| A

| /T
FONN S N2 N =3

Predicts the alignment of words enclosed
by the delimiter

h
&

‘ Output layer for word alignment

o0t & O & o4 &

‘ Output layer for quality estimation ‘
T &+ 1 B 0 e

Multilingual pre-trained
language model

Multilingual pre-trained
language model

T o o O o040 0.0
| love cats [SEP] #A (& R M i

Edit operation prediction
(new technology)

oo ° O T 1r o O O ir
€| 9 love cats [SEP] # (& X M F&
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The post-editor edits the
machine translated sentence
referring to the word
alignment and edit tags
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