Deep learning based selective hearing of arbitrary sounds

09 Al that attends to the sounds you want to listen to

Abstract

Humans can focus on listening to a desired sound in complex sound scenes consisting of many co-occurring sounds to retrieve
important information, an ability known as selective hearing. In this work, we introduce SoundBeam, a deep-learning-based
approach for computational selective hearing. SoundBeam extends our prior work on selective hearing of speech based on the
characteristics of the target speaker’ s voice to arbitrary sounds. With SoundBeam, users can control which sound to listen to
depending on their preference or the environment, e.g., hearing a klaxon when crossing a street but not when working at home,
thus creating comfortable and safe sound environments.

Selective hearing SoundBeam: selective hearing of arbitrary sounds

Q In our daily lives, we are immersed in sound scenes We extend the speech selective hearing technology,
consisting of many co-occurring sounds SpeakerBeam[1], which we presented at Open-House 2018,
= Asame sound can carry important information or be a nuisance | |to handle arbitrary sounds.

depending on the situation Q SoundBeam uses a neural network (NN) to realize selective

hearing of arbitrary sounds [2,3].
= The NN is trained on data consisting of simulated mixtures of various
sounds, the desired sound class labels, and the desired sound signals
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- Choose the sounds we want to hear depending on the
situation or the user’s preference.
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- Selective hearing of various daily sounds is possible!
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Q Applications

. A.udio.post-eqliting, . ) ) SDRi measures how much the desired sound has been emphasized after
= Listening devices that allow controlling which sounds to hear in the extraction process, compared to the mixture. Positive values indicate
an environment that the extraction process is successful.
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