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Blind source separation (BSS)
 Technique for separating sources only from microphone inputs

 Potential applications include
hands-free teleconference  
system and automatic meeting 
transcription system

Blind separation of infinitely many sparse sources
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Estimate 1

Estimate 2Motivation and objective
 It is often difficult to pre-specify the exact number of all possible 

sources present in real environments.

 In meeting situations, # of speakers can change during the meeting 
or loud, unexpected noise such as door slamming can occur.

 When # of sources is unknown, we shall always consider 
underdetermined case (# of microphones      # of sources)

 One successful approach for underdetermined BSS involves utilizing 
“*sparseness” of speech [1] 

 To exploit the sparseness of speech, mixing model must be 
represented in T-F domain

 Permutation alignment problem needs to be solved

2. Mixing Model

3. Generative Model

4. Posterior Inference 5. Experiment
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K*: Truncation level (Proposed)
K : Assumed # of sources (Conventional)

...

Instantaneous mixture in
frequency domain:
(Narrowband approximation of 
convolutive mixture in time domain)

Assuming sparseness of sources in T-F domain

T-F component observed at
microphone  m
T-F component of source k

Steering vector of source k

T-F component of noise

Superposition of 3 speech spectrograms

Index of source active at T-F bin

Assumption: only one source 
is active in each T-F bin

Generative process of observed signal
 Gaussian noise assumption:

(1)...

Mixture of infinitely many sparse sources
 Finite case:

 Infinite case:

Stick-breaking process [3]
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(2)...

(1)

(2)

(3)

Mixture of Direction-of-Arrivals (DOAs)
 If index k indicates identical source across     ,            must have certain 

structure based on the property of acoustic wave propagation.

Process by which
active source index
is generated
(       indicates how 
likely source index 
k is to be chosen)

K (# of sources)      M (# of microphones)

Assumption: Each source  
propagates as a plane wave
and emanates from one of I 
directions.

Direction index of source k
Complex array response associated with 
direction i (constant value)

Discrete set of 10 Directions

i = 3

i = 10

i = 9

i = 8

i = 2

i = 1 Process by which direction 
index is generated
(       indicates how likely 
direction i is to be chosen)

(3)...

Incorporating appropriate constraint into             may help solve 
permutation alignment problem through parameter inference.

Process by which complex array response
is generated given direction 

(4)...

Probability distributions

Produces exponentially decaying weights

Variational inference
 Goal is to compute

 From (1)-(4) :

a.k.a. constructive definition
of Dirichlet process [4]

(1) (2) (3) (4)

To obtain exact posterior, we must derive 
marginal distribution          , but this involves 
intractable integrals.

 Instead, we consider finding

Kullback-Leibler divergence
between           and

Tractable choices of       allows us to
obtain principled approximate solutions

 Mean-field approximation

 Truncated approximation
(Thus, we can ignore                  for                )

Truncating      does not mean that true posterior itself is truncated. As truncation 
level         becomes larger, approximation to true posterior become more accurate.

Coordinate ascent

Experimental condition
 Speech data: excerpted from ATR Japanese speech database

 Observed signals: mixed three source signals (two female & one 
male speakers) into two mixtures using measured impulse 
response (reverberation time 0ms)

 T-F components were obtained by short-time Fourier transform 
(Frame length 64 ms, Hamming window, overlap length 16ms)

 Three sources were spaced 30 degrees apart

 Comparison: Sawada’s method [5] (# of sources must be pre-specified)

 # of iterations = 100,  # of DOA candidates I = 180

 Separated signals  = 

Frequency (kHz) Frequency (kHz)

In
te

rc
ha

nn
el

ph
as

e 
di

ff
er

en
ce

In
te

rc
ha

nn
el

ph
as

e 
di

ff
er

en
ceResults 

 Average Signal-to-Distortion Ratios 
(SDRs) [6] obtained with Sawada’s and 
proposed methods with various K and 
K∗ settings (See upper-right)

 Proposed method improves with 
increasing K*   (implying that there is 
no need to pre-specify # of sources)

Interchannel phase differences (Correct)

Abstract:  This paper presents a novel BSS approach that 
simultaneously performs an estimation of the number of sources, 
source separation based on the sparseness of speech, and 
permutation alignment, based on Bayesian nonparametric approach.

e.g.)

We propose BSS approach that 
simultaneously performs 
(1)  estimation of # of sources, 
(2) source separation based on  
sparseness of speech, and 
(3) permutation alignment.

* T-F components of speech are near zero across most of T-F bins
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