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Bayesian Nonparametric Approach to Blind Separation of Infinitely
Many Sparse Sources

Hirokazu KAMEOKA†,††a), Member, Misa SATO†††∗, Takuma ONO†, Nobutaka ONO††††,
and Shigeki SAGAYAMA†, Nonmembers

SUMMARY This paper deals with the problem of underdetermined
blind source separation (BSS) where the number of sources is unknown.
We propose a BSS approach that simultaneously estimates the number of
sources, separates the sources based on the sparseness of speech, estimates
the direction of arrival of each source, and performs permutation alignment.
We confirmed experimentally that reasonably good separation was obtained
with the present method without specifying the number of sources.
key words: underdetermined blind signal separation, speech, sparse-
ness, permutation alignment, Bayesian nonparametrics, direction of ar-
rival, Dirichlet process, stick-breaking construction, variational inference

1. Introduction

Blind Source Separation (BSS) is a technique for separat-
ing out individual source signals from microphone inputs
when the transfer characteristics between sources and mi-
crophones are unknown. BSS is potentially useful for the
development of such applications as hands-free teleconfer-
ence systems and automatic meeting transcription systems.
In meeting situations, for instance, it is likely that the num-
ber of participants (speakers) will change during the meet-
ing or a loud, unexpected noise such as a door slamming will
occur in the room. Thus, it is often difficult to pre-specify
the exact number of all possible sources present in real envi-
ronments. Many conventional BSS algorithms are designed
to use the number of sources as the input when performing
separation, and most of these algorithms do not work well if
the assumed and actual numbers of sources are not the same.
This paper presents a novel BSS algorithm that allows the
number of sources to be inferred along with the separation.

To estimate the unknown mixing matrix and source sig-
nals solely from observed signals, we must make some as-
sumptions about the sources, and formulate an appropriate
optimization problem based on criteria designed according
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to those assumptions. For example, if the observed signals
outnumber the sources, we can employ independent com-
ponent analysis (ICA) [1], which estimates the separation
matrix (the inverse of the mixing matrix) such that the inde-
pendence of the source estimates is maximized. However,
to achieve a BSS algorithm that works without assuming the
number of sources, we must always consider an underdeter-
mined case where there are fewer observations than sources.
In an underdetermined case, there are an infinite number of
solutions for source signals even if the mixing process is
known. The independence assumption is too weak to allow
us to determine a unique solution and so directly applying
ICA will not work in this case. In underdetermined situ-
ations, we typically need a stronger assumption than inde-
pendence.

One successful approach for underdetermined BSS in-
volves utilizing the sparse nature of speech [2]–[7], which
relies on the fact that the time-frequency components of
speech are near zero across most of the time-frequency grid
points. Since the time-frequency components of speech
rarely overlap even when multiple speakers are speaking si-
multaneously, the main focus of this approach is how to de-
sign a time-frequency mask with which we can extract only
the components of target speech from the mixture.

The signals observed at each microphone can be mod-
eled as a convolutive mixture of source signals. To exploit
the sparse nature of speech, we must convert it to a time-
frequency representation. If we assume the use of a short-
time Fourier transform (STFT) to obtain a time-frequency
representation with a frame length sufficiently longer than
the length of the impulse response from a source to a micro-
phone, an observed signal can be approximated fairly well
by an instantaneous mixture in the frequency domain. BSS
based on this observation model is called frequency domain
BSS. While frequency domain BSS allows for a fast imple-
mentation compared with BSS that uses a time domain con-
volutive mixture model, it requires us to solve an additional
problem called the permutation alignment problem. That is,
we must group together the separated components of differ-
ent frequency bins that are considered to originate from the
same source in order to construct a separated signal. Some
methods such as [7] are designed to perform frequency-bin-
wise source separation followed by permutation alignment.
However, permutation aligment and source separation prob-
lems should be solved in a cooperative manner since the
clues used for permutation alignment can also be helpful
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for source separation. Thus, we consider it important to de-
velop a method that can simultaneously perform frequency-
bin-wise source separation and permutation alignment.

Motivated by the above, this paper proposes a novel
BSS approach that simultaneously performs (1) an estima-
tion of the number of sources, (2) source separation based
on the sparseness of speech, and (3) permutation alignment.

2. Mixing Model

We first consider a situation where N source signals are cap-
tured by M microphones. Here, let ym(ωk, tl) ∈ C be the
short-time Fourier transform (STFT) component observed
at the m-th microphone, and si(ωk, tl) ∈ C be the STFT
component of the i-th source. ωk is the angular frequency
corresponding to the k-th frequency bin and tl is the time
of the l-th frame, respectively. If we assume that the length
of the impulse response from a source to a microphone is
sufficiently shorter than the frame length of the STFT, the
observed signal can be approximated fairly well by an in-
stantaneous mixture in the frequency domain:

y(ωk, tl) =
N∑

i=1

ai(ωk)si(ωk, tl) + n(ωk, tl), (1)

where y(ωk, tl) = (y1(ωk, tl), . . . , yM(ωk, tl))T. ai(ωk) =
(ai,1(ωk), . . . , ai,M(ωk))T is the frequency array response for
source i, which is assumed to be time-invariant. n(ωk, tl) is
assumed to comprise all kinds of components that cannot be
expressed by the instantaneous mixture representation (e.g.,
background noise and reverberant components).

We now exploit the sparseness of speech and assume
that only one source is active at each time-frequency point,
as with [2]–[7]. By using zk,l ∈ {1, . . . ,N} to denote the (un-
known) active source index at time-frequency point (ωk, tl),
(1) can be rewritten as

y(ωk, tl) = azk,l (ωk)s(ωk, tl) + n(ωk, tl). (2)

Notice that the superscript i is dropped from si(ωk, tl) in
(2) as it is no longer necessary since we are assuming
si(ωk, tl) = 0 for i � zk,l. Namely, s(ωk, tl) signifies the com-
ponent of an active source at time-frequency point (ωk, tl).
For convenience of notation, we hereafter use subscripts k
and l to indicate ωk and tl.

3. Generative Model

3.1 Generative Process of Observed Signals

Here we describe the generative process of an observed sig-
nal on the basis of (2). Let us assume that the noise compo-
nent nk,l follows a complex normal distribution with mean
0 and covariance Σ(n)

k . Then, from (2), yk,l is also normally
distributed such that

yk,l|a1:N,k, sk,l, zk,l ∼ NC(yk,l; azk,l ,k sk,l,Σ
(n)
k ), (3)

Fig. 1 Spectrograms of speech signals uttered by three speakers, each of
which is indicated by a different color. Typically, the time-frequency com-
ponents of speech rarely overlap even when multiple speakers are speaking
simultaneously.

conditioned on a1:N,k = {a1,k, . . . , aN,k}, sk,l and zk,l, where
NC(x;μ,Σ) ∝ exp(−(x − μ)HΣ−1(x − μ)). Using this model,
Izumi et al. formulated an Expectation-Maximization (EM)
algorithm for the maximum likelihood estimation of the un-
known parameters by treating zk,l as a latent variable [6], [7].
To flexibly incorporate hierarchical prior distributions over
the unknown parameters as well as the number of sources,
we employ a Bayesian approach.

3.2 Mixture of Infinitely Many Sparse Sources

We do not usually obtain any information about which
source is active at each time-frequency point. Thus, we
regard zk,l as a latent variable and consider describing its
generative process. If the number of sources is N, it would
be natural to assume that the probability of choosing an in-
dex zk,l from the set of source indices, {1, . . . ,N}, can be
described as a categorical distribution

zk,l|π ∼ Categorical(zk,l; π), (4)

where Categorical(x; y) = yx (with y = (y1, . . . , yN) and∑N
i=1 yi = 1). The i-th element of π defines how likely the

source index i is to be chosen. Since we also have no infor-
mation about π, we consider describing its generative pro-
cess using a “symmetric” distribution. For the convenience
of the following analysis, we assume that π has been gener-
ated from a symmetric Dirichlet distribution

π ∼ Dirichlet(π;α0/N, . . . , α0/N), (5)

where Dirichlet(y; z1, . . . , zN) ∝∏N
i=1 y

zi−1
i . The shape of the

Dirichlet distribution is governed by a concentration hyper-
parameter α0.

Thus far, we have considered the case of a finite num-
ber N of sources. It can be shown that with a size-biased
permutation of (5) followed by taking the limit N → ∞, the
above generative processes (3), (4) and (5) approach

π ∼ GEM(π;α0), (6)

zk,l|π ∼ Categorical(zk,l; π), (7)
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Fig. 2 Illustration of the stick-breaking construction. The construction
of π = (π1, π2, . . . , π∞) can be understood metaphorically as follows. Start-
ing with a stick of length 1, we break it at v1, assigning π1 as the length of
the stick we just broke off. We now recursively break the other portion to
obtain π2, π3 and so forth.

yk,l|a1:∞,k sk,l, zk,l ∼ NC(yk,l; azk,l ,k sk,l,Σ
(n)
k ). (8)

GEM(π;α0) is called the stick-breaking process [8], where
the letters stand for Griffiths, Engen and McCloskey. For
i = 1, 2, . . .∞, the i-th mixture weight πi is generated via

vi ∼ Beta(vi; 1, α0), (9)

πi = vi

i−1∏
j=1

(1 − v j), (10)

where Beta(y; z1, z2) ∝ yz1−1(1 − y)z2−1. This is known as
a constructive definition of the Dirichlet process [9], which
can be thought of as an infinite dimensional Dirichlet dis-
tribution. The construction of π = (π1, π2, . . . , π∞) can be
understood metaphorically as follows. Starting with a stick
of length 1, we break it at v1, assigning π1 as the length
of the piece of stick that we have just broken off. Now
recursively break the other portion to obtain π2, π3 and so
forth (see Fig. 2). π ∼ GEM(π;α0) thus produces exponen-
tially decaying weights in expectation. This means that the
source with a larger index will be less likely to be active and
thus simple models with fewer sources are favored, given
observed signals.

3.3 Mixture of Direction-of-Arrivals (DOAs)

Here we describe the generative process of the frequency
response ai,k of the mixing system.

So far we have treated ai,k as an independent param-
eter across k. If the index i indicates an identical source
across ω1, . . . , ωK , ai,k will have a certain structure that can
be described using the property of acoustic wave propaga-
tion. We thus expect that the incorporation of an appropriate
constraint into ai,k would help solve both the permutation
alignment problem and the frequency-wise source separa-
tion problem simultaneously through parameter inference.
If each source is assumed to be located far from the mi-
crophones so that the signal can be treated approximately
as a plane wave, the interchannel time difference between
the microphones depends only on the direction of arrival
(DOA) of the source. Since the time delay between two
microphones corresponds to the phase difference of the fre-
quency response of the microphone array, the complex ar-
ray response can be expressed explicitly by using the DOAs

of the source. Specifically, with M = 2 microphones, the
complex array response for a source at direction θ such that
0 ≤ θ < 2π is defined as a function of ω depending on θ

h(θ, ω) =

[
1

e jωB cos θ/C

]
, (11)

where j is the imaginary unit, B [m] is the distance between
the two microphones, and C [m/s] is the speed of sound. If
the DOA θi of source i is known, the frequency response
ai,k should be equal to h(θi, ωk). However, due to such fac-
tors as the plane wave assumption and the narrowband in-
stantaneous mixture approximation, the actual frequency re-
sponse ai,k may diverge from the “ideal frequency response”
h(θi, ωk) to some extent. One way to simplify the process of
this kind of deviation is to assume a probability distribution
on ai,k with the expected value of h(θi, ωk). Here, we as-
sume for convenience that ai,k is generated from a complex
normal distribution with mean h(θi, ωk). Note that we do
not usually obtain any information about the direction from
which each source is emanating. Thus, we regard the DOA
of each source as a latent variable and further consider de-
scribing its generative process. As explained in detail below,
the entire generative process of ai,k can then be described as
a “mixture of DOAs”.

Let us firstly introduce a discrete set of D possible di-
rections, ϑ1, . . . , ϑD, which are all assumed to be constants.
For instance, consider defining ϑd as ϑd = (d − 1)π/D,
(d = 1, . . . ,D), which means dividing π into D equal angles.
We then assume that each source is emanating from one of
these directions. First, we consider the generative process
of the DOA θi of source i. For each source i, an index ci

of direction is drawn according to a categorical distribution
ρ = (ρ1, . . . , ρD)

ci|ρ ∼ Categorical(ci; ρ). (12)

By using ci, θi is then given as

θi = ϑci . (13)

As with 3.2, we assume that ρ has been generated from a
symmetric Dirichlet distribution

ρ ∼ Dirichlet(ρ; β0/D, . . . , β0/D). (14)

As mentioned above, the frequency response ai,k is assumed
to be generated from a complex normal distribution with
mean h(ϑci , ωk), given ci,

ai,k |ci ∼ NC(ai,k; h(ϑci , ωk),Σ(a)
k ), (15)

where Σ(a)
k denotes the covariance of the complex normal

distribution, which is assumed to be a constant. An illus-
tration of the generative process of ai,k described above is
shown in Fig. 3.

Overall, the entire generative model is described in
plate notation in Fig. 4.
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Fig. 3 Illustration of the generative process of the complex array
response ai,k based on the DOA mixture model.

Fig. 4 Plate notation of present overall generative model.

4. Approximate Posterior Inference

4.1 Variational Bayesian Approach

In this section, we describe an approximate posterior in-
ference algorithm for our generative model based on vari-
ational inference [10]. The random variables of interest in
our model are

A = {ai,k}i,k : complex array response for source i,
S = {sk,l}k,l : component of active source at (ωk, tl),
Z = {zk,l}k,l : index of active source at (ωk, tl),
V = {vi}i : stick breaking proportion,
C = {ci}i : index of direction for source i,
ρ = (ρ1, . . . , ρD) : mixture weight for each DOA.

We denote the entire set of the above parameters as Θ. Our
goal is to compute the posterior p(Θ|Y) where Y = {yk,l}k,l
is a set consisting of the time-frequency components of ob-
served multichannel signals. By using the conditional dis-
tributions defined in 3.2 and 3.3, we can write the joint dis-
tribution p(Y,Θ) as

p(Y, A, S , Z,V,C, ρ)

= p(Y |A, S , Z)p(Z|V)p(V)p(A|C)p(C|ρ)p(ρ), (16)

but to obtain the exact posterior p(Θ|Y), we must compute
p(Y), which involves many intractable integrals.

We can express this posterior variationally as the solu-
tion to an optimization problem:

argmin
q∈Q

KL(q(Θ)‖p(Θ|Y)), (17)

where KL(·‖·) denotes the Kullback-Leibler (KL) diver-
gence between its two arguments, i.e.,

KL(q(Θ)‖p(Θ|Y)) =
∫

q(Θ) log
q(Θ)

p(Θ|Y)
dΘ. (18)

Indeed, if we let Q be the family of all distributions over Θ,
the solution to the optimization problem is the exact poste-
rior p(Θ|Y), since KL divergence is minimized when its two
arguments are exactly equal. Of course, solving this opti-
mization problem is just as intractable as directly comput-
ing the posterior. Although it may appear that no progress
has been made, restricting q(Θ) to belong to a family of dis-
tributions of simpler form than p(Θ|Y) allows us to obtain
principled approximate solutions.

For our model, we define the set of approximate distri-
butions Q as those that factor as follows:

Q = {q : q(A)q(S )q(Z)q(V)q(C)q(ρ)
}
. (19)

This approximation is often called a naive mean-field ap-
proximation. To define q(A), q(V) and q(C), we need
to construct distributions on the infinite sets {v1, v2, . . .},
{a1,k, a2,k, . . .} and {c1, c2, . . .}. For this approach to be
tractable, we truncate the variational distribution at some
value N∗ by setting q(vN∗ = 1) = 1. The mixture propor-
tions πi for i > N∗ will thus be zero, and we can ignore ai,k

and ci for i > N∗. In practice, we set N∗ at a sufficiently
large integer. It is important to emphasize that truncating
the variational distribution does not mean that the true pos-
terior itself is truncated. As the truncation level N∗ becomes
larger, the approximations to the true posterior become more
accurate.

4.2 Coordinate Ascent

We now present an algorithm for solving the optimization
problem described in (17) and (19). Unfortunately, the opti-
mization problem is non-convex, and it is intractable to find
the global optimum. However, we can use a simple coordi-
nate ascent algorithm to find a local optimum. Notice that
(18) can be written as

KL(q(Θ)‖p(Θ|Y))

=

∫
q(Θ) log

q(Θ)
p(Y,Θ)

dΘ + log p(Y). (20)

As the log evidence log p(Y) is fixed with respect to q(Θ),
minimizing the first term, which is known as the (nega-
tive) variational free energy, minimizes the KL divergence
of p(Θ|Y) from q(Θ). The algorithm optimizes one factor
in the mean-field approximation of the posterior at a time
while fixing all other factors. It can be shown using the cal-
culus of variations that the “optimal” distribution for each
of the factors can be expressed as:

q̂(X) ∝ expEΘ\X[log p(Y,Θ)], (21)
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where X indicates one of the factors and EΘ\X[log p(Y,Θ)] is
the expectation of the joint probability of the data and latent
variables, taken over all variables except X. The mean-field
update equations for the variational distributions are given
in the following form:

q̂(A)←
∏
i,k

NC(ai,k; mi,k, Γi,k), (22)

q̂(S )←
∏
k,l

NC(sk,l; μk,l, σ
2
k,l), (23)

q̂(Z)←
∏
k,l

Categorical(zk,l;φk,l), (24)

q̂(V)←
∏

i

Beta(vi; γi,0, γi,1), (25)

q̂(C)←
∏

i

Categorical(ci;ψi), (26)

q̂(ρ)← Dirichlet(ρ; ζ1, . . . , ζD), (27)

where

Γ−1
i,k =

(∑
l

[φk,l]i
(|μk,l|2 + σ2

k,l

))
Σ

(n)
k
−1 + Σ

(a)
k
−1, (28)

mi,k = Γi,k

(
Σ

(n)
k
−1
∑

l

[φk,l]iμ
∗
k,lyk,l

+ Σ
(a)
k
−1
∑

d

[ψi]d h(ϑd, ωk)
)
, (29)

1

σ2
k,l

=
∑

i

[φk,l]itr
[(

mi,k mH
i,k + Γi,k

)
Σ

(n)
k
−1
]
, (30)

μk,l = σ
2
k,l

(∑
i

[φk,l]imH
i,k

)
Σ

(n)
k
−1yk,l, (31)

ϕi,k,l = exp
[
2Re
(
μk,ly

H
k,lΣ

(n)
k
−1mi,k

)
− (|μk,l|2 + σ2

k,l)tr
[(

mi,k mH
i,k + Γi,k

)
Σ

(n)
k
−1
]

+ Ψ(γi,0) − Ψ(γi,0 + γi,1)

+

i−1∑
j=1

(
Ψ(γ j,1) − Ψ(γ j,0 + γ j,1)

)]
,

[φk,l]i =
ϕi,k,l∑N∗

i′=1 ϕi′ ,k,l
, (32)

γi,0 = 1 +
∑
k,l

[φk,l]i, (33)

γi,1 = α0 +

N∗∑
j=i+1

∑
k,l

[φk,l]i, (34)

�i,d = exp
[∑

k

{
2Re
(
h(ϑd , ωk)HΣ(a)

k
−1mi,k

)

− tr
[
h(ϑd , ωk)h(ϑd , ωk)HΣ(a)

k
−1]} + Ψ(ζd)

]
,

[ψi]d =
�i,d∑D

d′=1 �i,d′
, (35)

ζd =
β0

D
+

N∗∑
i=1

ψi,d. (36)

[·]i denotes the i-th element of a vector, tr[·] denotes the trace
of a matrix, and Ψ(·) denotes the digamma function.

Finally, the STFT components of the i-th separated sig-
nal can be obtained by φi,k,lμk,l. Since q(Θ) is an approxima-
tion to the true posterior p(Θ|Y), φi,k,lμk,l corresponds to an
approximation of the minimum mean square error estimator
of the i-th source signal, i.e., ŝi,k,l = E

[
1[zk,l = i]sk,l|Y] 

E[zk,l = i|Y]E[sk,l|Y] = φi,k,lμk,l, where 1[·] denotes the indi-
cator function that takes the value 1 if its argument is true
and 0 otherwise.

5. Related Work

It has been brought to our attention that several papers re-
lated to this work have been presented independently by dif-
ferent authors [11], [12], after the publication of our confer-
ence paper [17].

Taghia et al. proposed in [11] a variational Bayesian
approach for the approximate inference of the parameters of
Sawada’s model [7]. This method requires a model selec-
tion procedure to estimate the number of sources. The vari-
ational lower bound (an approximation of the log marginal
likelihood) is used as the criterion for the model selection.
By contrast, our method avoids selecting the number of
sources explicitly and instead pushes this task down into
the inference algorithm, incorporating automated Bayesian
model selection in the inference procedure.

Otsuka et al. proposed in [12] a combined source sep-
aration and source localization method based on a Bayesian
approach. Similar to the idea described in 3.3, they de-
scribed the prior distribution of the spatial covariance matrix
of each source using a mixture model of Wishart-distributed
spatial covariance matrices, each of which is associated with
a latent DOA variable. By contrast, the present model
describes the prior distribution of the frequency array re-
sponse of each source using a mixture model of Gaussian-
distributed frequency array responses, each of which is as-
sociated with a latent DOA variable. Although these models
appear slightly different, the concepts are very similar. It
would be interesting to compare the different ways in which
the use of these models affect the source separation ability.
This should be investigated in the future.

6. Experiment

We evaluated the performance of the proposed method in
terms of source separation ability.

We used stereo speech signals with a sampling rate of
16 kHz as test signals, which we obtained by mixing three
speech signals [13] (one male and two female speakers) us-
ing a measured room impulse response [14] (in which the
distance between the microphones was 5 cm and the rever-
beration time was 0 ms). The three sources were spaced 30
degrees apart. The geometry setting for the test mixtures
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Fig. 5 Geometry setting for text mixtures.

is shown in Fig. 5. To compute the STFT components of
the observed signal, the STFT frame length was set at 64 ms
and a Hamming window was used with an overlap length of
16 ms.

Our preliminary experiments revealed that ζd was
likely to be trapped in local optima due to the spatial aliasing
that occurs at high frequencies. To avoid this, we adopted
the following procedure: We first ran the variational infer-
ence algorithm using only the low-frequency region of the
observed signals, after which we gradually increased the fre-
quency range up to the Nyquist frequency during the itera-
tion. Σ(n)

k and Σ(a)
k were set respectively at I and 10−1.5 × I.

D was set at 180. All the variational parameters were ini-
tialized randomly. After convergence, each separated signal
was obtained by multiplying μk,l by φi,k,l. Figure 6 shows
some examples of the spectrograms of separated source sig-
nals obtained with the present method. Owing to the prop-
erty of the stick-breaking process, sources that are domi-
nant at many time-frequency points are likely to be assigned
small indices. Thus, we considered the separated signals of
indices i = 1, 2, 3 to be the source estimates, which we used
for the evaluation. We chose Sawada’s method described in
[7] as a comparison. The source code was kindly provided
to us by its author. In this method, the number of sources
must be specified manually. The following results report
the performance in terms of the Signal-to-Distortion Ratio
(SDR) [15]. The SDR is expressed in decibels (dB), and a
higher SDR indicates superior quality.

The present method was tested with various settings
of the truncation level N∗. As for Sawada’s method, it
was tested with various settings of the assumed number
N of sources. Figure 7 shows the average SDRs obtained
with Sawada’s and the present methods with various N and
N∗ settings. As expected, the performance of the present
method improves with increasing N∗, while that of Sawada’s
method deteriorates significantly when the assumed num-
ber of sources departs from the actual number. It is worth
emphasizing that Sawada’s method requires prior knowl-
edge of the exact number of sources to achieve good sepa-
ration, while the present approach does not. With Sawada’s
method, each source signal tends to be further separated into
multiple components when the specified number of sources
is greater than the actual number. Unlike with Sawada’s

Fig. 6 Separated source signals obtained with present method.

Fig. 7 SDRs obtained with conventional and present methods with
different N and N∗ settings.

method, such a phenomenon did not occur with the present
method. This is because the present method searches for an
explanation for an observed signal using a model with as
low a complexity as possible.

Figure 8 shows an example of the estimate of the inter-
channel phase difference of each source. The slope of
arg([mi,k]2/[mi,k]1) along the frequency direction k corre-
sponds to the DOA estimate of source i. Hence, if the DOAs
of the sources were estimated correctly and the permutation
problem was successfully solved, arg([mi,k]2/[mi,k]1) with
the same index i should lie on a straight line along k. Fig-
ure 8 thus reveals that the DOA estimation and permuta-
tion alignment both worked successfully with the present
method.

It is important to note that the DOA mixture model
described in 3.3 assumes a completely anechoic environ-
ment. Moreover, the assumption of the sparseness of speech
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Fig. 8 An example of the estimate of the inter-channel phase difference of each source plotted in a
different color. The slope of arg([mi,k]2/[mi,k]1) along the frequency direction k corresponds to the DOA
estimate of source i. For each i, arg([mi,k]2/[mi,k]1) lies on a straight line along k. This means that both
the DOA estimation and permulation alignment worked successfully with the present method.

described in Sect. 2 does not hold in reverberant environ-
ments. Indeed, the performance of the present method was
poor when using real data recorded in reverberant environ-
ments. This implies the need for a combined generative
model of the present model and a reverberation process, e.g.,
by adopting the idea described in [16].

7. Conclusion

This paper aimed at developing a BSS algorithm that works
well even when the number of sources is unknown and pro-
posed a novel BSS approach that simultaneously performs
an estimation of the number of sources, source separation
based on the sparseness of speech, an estimation of the di-
rection of arrival of each source, and permutation alignment.
We confirmed experimentally that reasonably good separa-
tions were obtained with the present method without speci-
fying the number of sources.

Blind separation of moving sound sources is an impor-
tant task to be solved for real applications. One possible
extension to the present method involves representing the
DOA indicator variable ci as a time sequence, i.e., {ci,l}1≤l≤L,
and modeling its generative process using a hidden Markov
model. This is currently under development.

It should be noted that this paper is an extended journal
version of our conference papers [17], [18].
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Appendix A: Probability Density Functions

The circular complex normal distribution with mean μ and
covariance P is defined as

NC(x;μ, P) =
1
|πP| exp

(
(x − μ)HP−1(x − μ)

)
(A· 1)

= exp
[
− xHP−1x + 2Re

(
μHP−1x

)
− μHP−1μ − log |πP|

]
, (A· 2)

and so

E[x] = μ, (A· 3)

E[xxH] = P + μμH, (A· 4)

where E[·] denotes expectation.
The Dirichlet distribution of order I with parameters

α1, . . . , αI > 0 is defined as

Dirichlet(x;α) =

∏I
i=1 Γ(αi)

Γ(
∑I

i=1 αi)

I∏
i=1

xαi−1
i , (A· 5)

for all x1, . . . , xI > 0 satisfying
∑I

i=1 xi = 1. The density is
zero outside this open (I − 1)-dimensional simplex. Γ(·) is
the gamma function. The mean and entropy of the Dirichlet-
distributed variable are given by

E[xi] =
αi∑I

i′=1 αi′
, (A· 6)

E[log xi] = Ψ(αi) − Ψ
(∑

i

αi

)
. (A· 7)

Note that when I = 2 the Dirichlet distribution reduces to a
Beta distribution.

Appendix B: Derivation of Update Equations

Here we show how we obtained the variational update equa-
tions. Recall that each variational update equation can be
obtained via the formula given by (21).

B.1 Update Equation for q(A)

The term in log p(Y,Θ) depending on A is given as

−
∑
k,l

(yk,l − azk,l ,k sk,l)
HΣ

(n)
k
−1(yk,l − azk,l ,k sk,l)

−
∑
i,k

(ai,k − h(ϑci , ωk))HΣ(a)
k
−1(ai,k − h(ϑci , ωk))

A
=
∑
i,k

[∑
l

1[zk,l = i]
(
2Re[s∗k,la

H
i,kΣ

(n)
k
−1yk,l]

− |sk,l|2aHi,kΣ
(n)
k
−1ai,k

)
+
∑

d

1[ci = d]
(
2Re[aHi,kΣ

(a)
k
−1h(ϑd, ωk)] − aHi,kΣ

(a)
k
−1ai,k

)]
,

(A· 8)

where
x
= denotes equality up to a term independent of x and

1[·] denotes the indicator function that takes the value 1 if its
argument is true and 0 otherwise. The expectation of (A· 8)
taken over all the variables except A is given as
∑
i,k

[∑
l

E[zk,l = i]
(
2Re[E[s∗k,l]aHi,kΣ

(n)
k
−1yk,l]

− E[|sk,l|2]aHi,kΣ
(n)
k
−1ai,k

)
+
∑

d

E[ci=d]
(
2Re[aHi,kΣ

(a)
k
−1h(ϑd , ωk)] − aHi,kΣ

(a)
k
−1ai,k

)]
,

(A· 9)

where

E[zk,l = i] = q(zk,l = i) = [φk,l]i (A· 10)

E[ci = d] = q(ci = d) = [ψi]d (A· 11)

E[sk,l] = μk,l (A· 12)

E[|sk,l|2] = |μk,l|2 + σ2
k,l. (A· 13)

We can thus confirm that (A· 9) is equal up to a constant
term to a quadratic form −∑i,k(ai,k − mi,k)HΓ−1

i,k (ai,k − mi,k)
where mi,k and Γi,k are given by (29) and (28), respectively.
Hence, q(A) is shown to be the product of multivariate com-
plex normal distributions with mean mi,k and covariance Γi,k

q(A) =
∏
i,k

NC(ai,k; mi,k, Γi,k). (A· 14)

B.2 Update Equation for q(S )

The term in log p(Y,Θ) depending on S is given as

−
∑
k,l

(yk,l − azk,l ,k sk,l)
HΣ

(n)
k
−1(yk,l − azk,l ,k sk,l)

S
=−
∑
k,l

∑
i

1[zk,l = i]
(|sk,l|2tr

[
ai,k aHi,kΣ

(n)
k
−1]

− 2Re
[
s∗k,la

H
i,kΣ

(n)
k
−1yk,l

])
. (A· 15)

The expectation of (A· 15) taken over all the variables except
S is given as

−
∑
k,l

∑
i

E[zk,l = i]
(|sk,l|2tr

[
E[ai,k aHi,k]Σ(n)

k
−1]

− 2Re
[
s∗k,lE[aHi,k]Σ(n)

k
−1yk,l

])
, (A· 16)

where
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E[zk,l = i] = [φk,l]i, (A· 17)

E[aHi,k] = mH
i,k, (A· 18)

E[ai,k aHi,k] = mi,k mH
i,k + Γi,k. (A· 19)

We can thus confirm that (A· 16) is equal up to a constant
term to a quadratic function −∑k,l |sk,l − μk,l|2/σ2

k,l where
μk,l and σ2

k,l are given by (31) and (30), respectively. Hence,
q(S ) is shown to be the product of complex normal distribu-
tions with mean μk,l and variance σ2

k,l

q(S ) =
∏
k,l

NC(sk,l; μk,l, σ
2
k,l). (A· 20)

B.3 Update Equation for q(Z)

The term in log p(Y,Θ) depending on Z is given as

∑
k,l

{
− (yk,l − azk,l,k sk,l)

HΣ
(n)
k
−1(yk,l − azk,l,k sk,l)

+ log vzk,l

zk,l−1∏
j=1

(1 − v j)
}

Z
=
∑
k,l

∑
i

1[zk,l = i]
{
2Re[sk,ly

H
k,lΣ

(n)
k
−1ai,k] (A· 21)

− |sk,l|2tr[ai,k aHi,kΣ
(n)
k
−1] + log vi +

i−1∑
j=1

log(1 − v j)
}
.

The expectation of (A· 21) taken over all the variables except
Z is given as

∑
k,l

∑
i

1[zk,l = i]
{
2Re[E[sk,l]y

H
k,lΣ

(n)
k
−1
E[ai,k]

− E[|sk,l|2]tr[E[ai,k aHi,k]Σ(n)
k
−1]

+ E[log vi] +
i−1∑
j=1

E[log(1 − v j)]
}
, (A· 22)

where

E[log vi] = Ψ(γi,0) − Ψ(γi,0 + γi,1), (A· 23)

E[log(1 − v j)] = Ψ(γ j,1) − Ψ(γ j,0 + γ j,1). (A· 24)

Hence,

q(Z) =
∏
k,l

q(zk,l)

q(zk,l) ∝ exp
{
2Re[μk,ly

H
k,lΣ

(n)
k
−1mzk,l ,k

− (|μk,l|2 + σ2
k,l)tr[(mzk,l ,k mH

zk,l ,k
+ Γzk,l ,k)Σ(n)

k
−1]

+ Ψ(γzk,l ,0) −Ψ(γzk,l ,0 + γzk,l ,1)

+

zk,l−1∑
j=1

(
Ψ(γ j,1) −Ψ(γ j,0 + γ j,1)

)}
. (A· 25)

B.4 Update Equation for q(V)

The term in log p(Y,Θ) depending on V is given as

∑
k,l

log vzk,l

zk,l−1∏
j=1

(1 − v j) +
∞∑

i=1

(α0 − 1) log(1 − vi)

=
∑

i

(∑
k,l

1[zk,l = i]
)

log vi (A· 26)

+
∑

i

( ∞∑
j=i+1

∑
k,l

1[zk,l = j] + α0 − 1
)

log(1 − vi).

The expectation of (A· 26) taken over all the variables except
V is given as

∑
i

{(∑
k,l

E[zk,l = i]
)

log vi (A· 27)

+

( N∗∑
j=i+1

∑
k,l

E[zk,l = j] + α0 − 1
)

log(1 − vi)
}
.

We can thus confirm that the exponential of (A· 27) is equal
up to a constant factor to

q(V) =
∏

i

Beta(vi; γi,0, γi,1), (A· 28)

where γi,0 and γi,1 are given by (33) and (34), respectively.

B.5 Update Equation for q(C)

The term in log p(Y,Θ) depending on C is given as

−
∑
i,k

(ai,k−h(ϑci , ωk))HΣ(a)
k
−1(ai,k−h(ϑci , ωk))+

∑
i

log ρci

C
=
∑

i

{∑
d

1[ci = d]
(∑

k

(
2Re[aHi,kΣ

(a)
k
−1h(ϑd, ωk)]

− h(ϑd , ωk)HΣ(a)
k
−1h(ϑd, ωk)

)
+ log ρd

)}
. (A· 29)

The expectation of (A· 29) taken over all the variables except
C is given as

∑
i

{∑
d

1[ci = d]
(∑

k

(
2Re[mH

i,kΣ
(a)
k
−1h(ϑd, ωk)]

− h(ϑd , ωk)HΣ(a)
k
−1h(ϑd , ωk)

)
+ E[log ρd]

)}
, (A· 30)

where

E[log ρd] = Ψ(ζd) − Ψ
(∑

d′
ζd′
)
. (A· 31)

We can thus confirm that the exponential of (A· 30) is equal
up to a constant factor to

q(C) =
∏

i

Categorical(ci;ψi), (A· 32)



KAMEOKA et al.: BAYESIAN NONPARAMETRIC APPROACH TO BLIND SEPARATION OF INFINITELY MANY SPARSE SOURCES
1937

where [ψi]d is given by (35).

B.6 Update Equation for q(ρ)

The term in log p(Y,Θ) depending on ρ is given as
∑

i

log ρci + (β0/D − 1)
∑

d

log ρd (A· 33)

=
∑

i

∑
d

1[ci = d] log ρd + (β0/D − 1)
∑

d

log ρd

The expectation of (A· 33) taken over all the variables except
ρ is given as

∑
d

(∑
i

[ψi]d + β0/D − 1
)

log ρd. (A· 34)

We can thus confirm that the exponential of (A· 34) is equal
up to a constant factor to

q(ρ) = Dirichlet(ρ; ζ1, . . . , ζD), (A· 35)

where ζd is given by (36).
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