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Abstract
Spectral domain speech enhancement algorithms based on non-
negative spectrogram models such as non-negative matrix fac-
torization (NMF) and non-negative matrix factor deconvolution
are powerful in terms of signal recovery accuracy, however they
do not directly lead to an enhancement in the feature domain
(e.g., cepstral domain) or in terms of perceived quality. We have
previously proposed a method that makes it possible to enhance
speech in the spectral and cepstral domains simultaneously. Al-
though this method was shown to be effective, the devised al-
gorithm was computationally demanding. This paper proposes
yet another formulation that allows for a fast implementation
by replacing the regularization term with a divergence mea-
sure between the NMF model and the mel-generalized cepstral
(MGC) representation of the target spectrum. Since the MGC is
an auditory-motivated representation of an audio signal widely
used in parametric speech synthesis, we also expect the pro-
posed method to have an effect in enhancing the perceived qual-
ity. Experimental results revealed the effectiveness of the pro-
posed method in terms of both the signal-to-distortion ratio and
the cepstral distance.
Index Terms: speech enhancement, non-negative matrix fac-
torization, mel-generalized cepstral representation, single chan-
nel signal processing

1. Introduction
Enhancing speech signals from observed noisy speech signals is
an important task in various applications since the presence of
noise can significantly degrade the quality of speech transmis-
sion systems and the performance of e.g., speech recognition
and speech conversion.

In recent years, many spectral domain speech enhance-
ment algorithms based on non-negative spectrogram models,
such as non-negative matrix factorization (NMF) [1,2] and non-
negative factor deconvolution [3], have been proposed. These
methods are particularly noteworthy in that they can work suc-
cessfully even without any prior knowledge about the noise
characteristics by using a reasonable assumption that speech
and noise are additive in the spectral domain. In a semi-
supervised setting, the aim of these methods is to approximate
the magnitude (or power) spectrogram of an observed mixture
signal as the sum of speech and noise spectrogram models us-
ing the pretrained spectral templates of speech. The underlying
speech components can be separated out using the Wiener fil-
ter constructed by the estimated power spectrograms of speech
and noise. Although these methods are shown to be effective
in terms of signal recovery accuracy, they do not directly lead
to an enhancement in the feature domain (e.g., cepstral domain)
or in terms of perceived quality. Hence, naively using these al-
gorithms as a front-end processing for e.g., speech recognition

and voice conversion does not always lead to satisfactory re-
sults. To overcome this drawback, we have previously proposed
a semi-supervised NMF framework using cepstral distance reg-
ularization (CDRNMF) [4], which makes it possible to enhance
speech in both the spectral and cepstral domains by optimizing
a combined objective function of an NMF-based model fitting
criterion defined in the spectral domain and a Gaussian mix-
ture model-based probability distribution defined in the mel-
frequency cepstral coefficients (MFCC) domain. The objective
function that contains the explicit form of the mapping function
from the spectral domain to the MFCC domain becomes very
difficult to optimize, resulting in an optimization algorithm with
slow convergence.

This paper proposes yet another formulation with an ob-
jective function that is relatively easy to optimize. Specifi-
cally, we combine an NMF-based model fitting criterion with
a divergence measure between the NMF model and the mel-
generalized cepstral (MGC) representation [5] of a prototype
spectrum in a pretrained codebook. An MGC representation is
a parametric model for a spectral envelope described by a set
of coefficients called the MGC coefficients, which takes the all-
pole spectral model and the cepstral representation as special
cases. Through the hyperparameter setting, the MGC represen-
tation can be set to have a mel-scale frequency resolution simi-
lar to the human auditory system. This hyperparameter setting
makes the MGC representation an auditory-motivated represen-
tation of audio signals and is widely used in parametric speech
synthesis. This motivates us to believe that the proposed method
will also have an effect in enhancing the preceived quality of the
generated speech.

2. Formulation
2.1. Speech enhancement with NMF

We start by reviewing a speech enhancement method using
NMF. Given an observed power spectrogram of a noisy speech
signal Y = (Yω,t)Ω×T ∈ R

≥0,Ω×T , where ω and t are fre-
quency and time indices, we consider approximating it by the

sum of speech and noise components, Xω,t = X
(s)
ω,t + X

(n)
ω,t ,

where X
(s)
ω,t and X

(n)
ω,t are represented by the non-negative lin-

ear combination of Ks speech basis spectra W
(s)
1,ω, . . . ,W

(s)
Ks,ω

and Kn noise basis spectra W
(n)
1,ω , . . . ,W

(n)
Kn,ω:

X
(s)
ω,t =

Ks∑
k=1

W
(s)
k,ωH

(s)
k,t , X

(n)
ω,t =

Kn∑
k=1

W
(n)
k,ωH

(n)
k,t . (1)

In a semi-supervised setting, the speech basis spectra are pre-

trained using clean speech training samples. W (n), H(s) and

H(n) are the variables to be estimated at test time. Here, we
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Table 1: Examples of α and γ settings under 16 kHz sampling
frequency.

γ = −1 γ = 0
α = 0 All-pole model Cepstral representation

α = 0.42 Warped all-pole model Mel-cepstral representation

use the generalized Kullback Leibler (KL) divergence

I(Y |X) =
∑
ω,t

(
Yω,t log

Yω,t

Xω,t
− Yω,t +Xω,t

)
, (2)

as a goodness-of-fit criterion. Once X
(s)
ω,t and X

(n)
ω,t are es-

timated, the enhanced speech can be separated out using the
Wiener filter constructed with the estimated power spectrogram
of speech and noise.

As stated above, this method does not directly lead to an en-
hancement in the cepstral domain, implying that naively using
it as a front-end for e.g., speech recognition and voice conver-
sion does not always lead to satisfactory results. To address
this drawback, we introduce a novel regularization method us-
ing the MGC representation of a prototype spectrum in a pre-
trained codebook with the aim of improving the quality of the
enhanced speech in the cepstral domain.

2.2. Mel-generalized cepstral representation

The mel-generalized cepstral (MGC) representation S(ω) is a
parametric model for spectral envelopes of speech described by
M + 1 coefficients and two hyperparameters γ and α:

S(ω) = l−1
γ

( M∑
m=0

c(m)Ψm
α (ejω)

)
(3)

=

⎧⎪⎪⎨
⎪⎪⎩

(
1 + γ

M∑
m=0

c(m)Ψm
α (ejω)

)1/γ

(0 < |γ| ≤ 1)

exp
M∑

m=0

c(m)Ψm
α (ejω) (γ = 0)

,

where the coefficients c = [c(0), . . . , c(M)]T are called the
MGC coefficients (MGCC). The function l−1

γ (· ) is the inverse
of the generalized logarithmic function

lγ(ω) =

{
(ωγ − 1)/γ (0 < |γ| ≤ 1)

logω (γ = 0)
, (4)

parameterized by γ. Ψα(z) is an all-pass function given by

Ψα(z) =
z−1 − α

1− αz−1
, (5)

which can be seen as a frequency warping function parame-
terized by α. Here, α must satisfy |α| < 1. We can con-
firm that S(ω) takes the all-pole spectral model and the cep-
stral representation as special cases when (γ, α) = (−1, 0) and
(γ, α) = (0, 0), respectively. When the sampling frequency
is 16 kHz, the phase characteristic of the all-pass function be-
comes a good approximation to the mel scale with α = 0.42
and to the bark scale with α = 0.55 [6]. Tab. 1 shows the four
(γ, α) settings we investigated in our experiments.

2.3. Objective function

When estimating the speech spectrogram X
(s)
ω,t in a mixture

spectrogram Yω,t, we would want to ensure that the MGCCs

of X
(s)
ω,t are also enhanced. Here, we introduce a penalty term

defined as the Itakura-Saito (IS) divergence [7] between X
(s)
ω,t

and Sω,t(θ)

J (W (s),H(s), θ) =
∑
ω,t

{ X
(s)
ω,t

Sω,t(θ)
− log

X
(s)
ω,t

Sω,t(θ)
− 1

}
, (6)

where Sω,t(θ) is the target MGC representation at frame t and
frequency ω defined using the expression (3) described by pa-
rameter θ. In sec. 3, we introduce two ways to model Sω,t(θ),
which leads to different θ representations and algorithms.

The proposed method considers an optimization problem of
minimizing a combined objective function of (2) and (6)

F(W ,H,θ) = I(Y |X) + λJ (W(s),H(s),θ), (7)

where λ ≥ 0 weighs the importance of the mel-generalized
cepstral regularization term relative to the NMF cost.

3. Algorithms
In this section, we derive optimization algorithms for W (n),

H(s) and H(n) based on the majorization-minimization (MM)

principle [8, 9] when target MGC representation Sω,t(θ̂) with

θ fixed to θ̂. The first algorithm considers a frame-independent
representation of Sω,t(θ) whereas the the second algorithm con-
siders Sω,t(θ) as a prototype spectrum drawn from a codebook
of MGCCs pretrained using the K-means clustering.

3.1. Update rules based on majorization-minimization

Suppose F (Θ) is an objective function that we wish to min-
imize with respect to Θ. Majorization-minimization principle
considers to construct a “majorizer” F+(Θ, α) defined as a
function satisfying F (Θ) = minα F+(Θ, α), where α is called
an auxiliary parameter. An algorithm that consists of iteratively
minimizing F+(Θ, α) with respect to Θ and α is guaranteed
to converge to a stationary point of the objective function. It
should be noted that this concept is adopted in many existing
algorithms [1, 10].

Here, we derive a majorizer for the objective function (7)
with respect to W and H . First, I(Y |X) involves a “log-of-
sum” form of Wk,ωHk,t. Since the negative logarithm function
is a convex function, we can invoke Jensen’s inequality to con-
struct an upper bound of I(Y |X) having a “sum-of-logs” form
in the same way as [1]

I(Y |X) ≤ I+(Y |X) (8)

I+(Y |X)
c
=
∑
ω,t

(
− Yω,t

∑
k

ζk,ω,t log
Wk,ωHk,t

ζk,ω,t
+Xω,t

)
,

where =c denotes equality up to a constant term and ζk,ω,t is
a positive weight that sums to unity,

∑
k ζk,ω,t = 1. It can be

shown that equality of (8) holds if and only if

ζk,ω,t =
Wk,ωHk,t∑
k
′ Wk′,ωHk′,t

. (9)

Next, we focus on the regularization term (6). We can see that
the second term in (6) also has a “log-of-sum” form and thus we
can employ Jensen’s inequality

J (W (s),H(s); θ̂) ≤ J+(W (s),H(s),η; θ̂) (10)
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Algorithm 1 Algorithm presented in subsec. 3.2

Require: pretrained speech basis W (s), parameters λ, α, γ
and M , MaxIter

1: randomly initialize W (n), H(s) and H(n)

2: for iter = 1 to MaxIter do
3: if iter ≤ 50 then
4: update W (n), H(s) and H(n) using SSNMF
5: else
6: X(s) = W (s)H(s)

7: c = MGC(X(s),M, α, γ)
8: compute Sω,t(θ) using (17)

9: update H(s) and H(n) using (15) and (16)

10: update W (n) using (14)
11: end if
12: end for

J+(W (s),H(s),η; θ̂)

c
=
∑
ω,t

{ X
(s)
ω,t

Sω,t(θ̂)
−

Ks∑
k

ηk.ω,t log
W

(s)
k,ωH

(s)
k,t

ηk,ω,t

}
,

where ηk,ω,t > 0 is a weight parameter that sums to unity,∑
k ηk,ω,t = 1. It can be shown that equality of this inequality

holds if and only if

ηk,ω,t =
W

(s)
k,ωH

(s)
k,t∑

k′ W
(s)

k′,ωH
(s)

k′,t

. (11)

The upper bound for the objective function can be easily ob-
tained by combining the majorizers for each term as

F+(W ,H; θ̂) = I+(Y |X) + λJ+(W (s),H(s),η; θ̂). (12)

The update rules for Wω,k and Hk,t can be obtained by
setting at zeros the partial derivatives of the derived majorizer

with respect to W
(s)
k,ω , W

(n)
k,ω , H

(s)
k,t and H

(n)
k,t :

W
(s)
ω,t ←W

(s)
ω,t

∑
t Yω,tH

(s)
k,t/Xω,t + λ

∑
t H

(s)
k,t/X

(s)
ω,t∑

t H
(s)
k,t + λ

∑
t H

(s)
k,t/Sω,t(θ̂)

,

(13)

W
(n)
ω,t ←W

(n)
ω,t

∑
t Yω,tH

(n)
k,t /Xω,t∑

t H
(n)
k,t

, (14)

H
(s)
ω,t ← H

(s)
k,t

∑
ω Yω,tW

(s)
k,ω/Xω,t + λ

∑
ω W

(s)
k,ω/X

(s)
ω,t∑

ω W
(s)
k,ω + λ

∑
ω W

(s)
k,ω/Sω,t(θ̂)

,

(15)

H
(n)
ω,t ← H

(n)
k,t

∑
ω Yω,tW

(n)
k,ω/Xω,t∑

ω W
(n)
k,ω

. (16)

Since the regularization term only impacts on the estimation of

speech components, the update rules for W
(n)
k,ω and H

(n)
k,t are the

same as the regular NMF algorithm [1].

3.2. Regularized algorithm using frame-independent MGC
representation

In the rest of sec. 3, we introduce two approaches to modeling
the target MGC representation S.

Algorithm 1 shows an algorithm using the frame-
independent MGC regularization. Here, Sω,t(θ) is defined as

Sω,t(θ) = l−1
γ

( M∑
m=0

cm,tΨ
m
α (ejω)

)
. (17)

Algorithm 2 Algorithm presented in subsec. 3.3

Require: pretrained speech basis W (s) and I MGC prototypes
μ, parameters λ and MaxIter

1: random initialize W (n), H(s) and H(n)

2: for iter = 1 to MaxIter do
3: if iter ≤ 50 then
4: update W (n), H(s) and H(n) using SSNMF
5: else
6: X(s) = W (s)H(s)

7: for Frame t = 1 to T do
8: compute β̂t,i using (19)

9: r̂t = argminrt
J (W (s),H(s),θ)

10: Sω,t(θ̂) = β̂t,r̂tμω,r̂t

11: end for
12: update H(s) and H(n) using (15) and (16)

13: update W (n) using (14)
14: end if
15: end for

Here, the parameter θ = c = {cm,t} is a set of MGCCs, which
must be estimated in a data-driven manner. This regularization

aims to ensure the smoothness of the spectral envelopes of X
(s)
ω,t.

3.3. Regularized algorithm using I MGC prototypes

Here, we introduce another algorithm, which utilizes I MGC
prototypes of clean speech pretrained using the K-means algo-
rithm. We use the following objective function for the prototype
training

CIS(μ, r) =
∑
ω,t

{
Y

(s)
ω,t

μω,rt

− log
Y

(s)
ω,t

μω,rt

− 1

}
, (18)

where μω,i denotes the prototype spectrum associated with

cluster i, Y
(s)
ω,t denotes the power spectrum of a clean speech

sample and rt ∈ {1, . . . , I} denotes a cluster indicator variable,
describing to which of the I clusters the t-th speech spectrum
is assigned. Note that this objective differs from the regular K-
means algorithm in that the distance between a data sample and
a cluster prototype is measured using the IS divergence.

At test time, we find the prototype spectrum μi closest

to X
(s)
t in terms of the IS divergence at each iteration where

Sω,t(θ) = βt,rtμω,rt . Here, the parameter θ = {rt, βt,rt}
consists of a set of cluster indicator variables and corresponding
scaling parameters introduced to eliminate the scaling indeter-

minacy. When X
(s)
ω,t and μω,i are given, we can easily obtain

the optimal scaling as

β̂t,i =
1

Ω

∑
ω

X
(s)
ω,t

μω,i
. (19)

4. Experiments
To evaluate the effect of the proposed method for speech en-
hancement task, we tested the baseline semi-supervised NMF
(SSNMF) [2], and the proposed algorithm 1 and 2 using the
speech data excerpted from the ATR503 database [11] and
two types of measured noise, namely departement store and
subway station, excerpted from the ATR ambient noise sound
database. We used Signal-to-distortion ratios (SDRs), signal-
to-interference ratios (SIRs) [12] and MFCC distance for the
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Table 2: SDR, SIR and MFCC distance improvement [dB] obtained by the baseline SSNMF and the proposed algorithms under noise
measured in a department store and a subway station. The highest score of each term is shown in bold type.

Input SNR = -5 dB Input SNR = 0 dB
Δ SDR Δ SIR Δ MFCC Δ SDR Δ SIR Δ MFCC

SSNMF (baseline) 4.05 5.23 1.63 3.64 5.32 1.30

Algorithm 1

Order = 12

(-1,0.42) 5.21 7.37 1.87 3.38 6.95 1.44
(-1,0) 5.10 7.26 2.06 3.28 8.24 1.34

(0,0.42) 4.64 6.29 1.70 3.57 5.39 1.21
(0,0) 4.96 6.70 1.83 3.28 5.71 1.14

Order = 20

(-1,0.42) 4.69 7.22 1.99 3.40 6.41 1.54
(-1,0) 4.98 6.87 1.97 3.24 7.69 1.65

(0,0.42) 3.83 5.11 1.32 4.05 5.58 1.34
(0,0) 4.70 6.66 1.61 3.75 5.66 1.20

Algorithm 2 Order = 20

(-1,0.42) 5.00 8.01 2.54 4.25 8.02 1.86
(-1,0) 4.41 8.32 2.41 3.86 7.11 1.80

(0,0.42) 4.70 7.83 2.27 4.09 7.30 1.78
(0,0) 4.59 8.02 1.86 4.12 6.77 1.62
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Figure 1: Convergence behavior of the proposed algorithms.
Algorithm 1 is shown in the top figure and algorithm 2 is shown
in the bottom one.

Table 3: Computational time of SSNMF, CDRNMF and the pro-
posed methods.

rumtime/iter [sec] iteratin number
SSNMF [2] 0.0297 1000

CDRNMF [4] 0.4317 500000
Algorithm 1 0.8181 2000
Algorithm 2 3.4218 2000

evaluation. Given two D-dimension MFCC sequences x[d] and
y[d] calculated from N frequency bins, the MFCC distance is
defined as follow:

Dist =
20D

N ln 10

√√√√2

D∑
d

(x[d]− y[d])2. (20)

The test data were created by adding noise signals to clean
speech signals with the signal-to-noise ratios (SNRs) of -5,
0 dB. All the audio signals were monaural and sampled at
16KHz. The STFT was computed using the Hanning win-
dow with 32ms long and 16ms overlap. In the training phase,
200 utterances spoken by 2 male and 2 female speakers were
used to train 50 speech basis spectra. For noise we used the
same number of basis spectra. The same train set was also
used for K-means training. The cluster number was set at
1000. We investigated MGCC with 12 order and 20 order
repectively with four special cases shown as hyperparameters
(γ, α) = {(−1, 0.42), (−1, 0), (0, 0.42), (0, 0)}. We run 50

iterations SSNMF at the beginning of every algorithm as the
initialization.

First, we show the convergence behavior of the proposed
algorithms. For comparsion, we also show the runtime of every
iteration and iteration demanding of SSNMF and CDRNMF in
Tab. 3. All the programs were run in the MATLAB 2015b with
Inter(R) Core(TM) i5-5200U CPU @2.20GHz 64bit and 8.0
GB memory. Fig. 1 shows the proposed algorithms converged
quickly. Comparing with CDRNMF, though the time of every
iteration became longer, the processing time decreased signifi-
cantly since the proposed algorithms converged with fewer iter-
ations.

Tab. 2 shows the results of SDR, SIR and MFCC distance
improvement [dB] obtained by SSNMF and the proposed al-
gorithms under two types of noise. Both of the proposed al-
gorithms achieved an improvement in all the evaluation crite-
ria with appropriate hyperparameters (λ, γ, α), which showed
the effectiveness of the proposed algorithms in jointly enhanc-
ing speech in spectral and cepstral domain. As shown in the
Tab. 2, the algorithm 2 achieved higher SDR, SIR and MFCC
distance improvement on average than algorithm 1. Although
(γ, α) = (−1, 0.42) did not achieve the highest score under all
the conditions, it still can be thought as the first choice of hy-
perparameters since the stationary improvement shown in the
table.

5. Conclusions
This paper proposed a novel approach to jointly enhance speech
in spectral and cepstral domain, which allows for a fast imple-
mentation. The method optimizes a combined objective func-
tion of an NMF-based model fitting criterion with a divergence
measure between the NMF model and the mel-generalized cep-
stral representation in the spectral domain. We derived two al-
gorithms based on majorization-minimization principle. The
experimental results showed that both of the proposed algo-
rithms outperformed the baseline SSNMF in SDR, SIR and
MFCC distance improvement, which showed the effectiveness
of mel-generalized cepstral regularization.
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