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Abstract
This paper describes a novel approach to non-parallel many-to-
many voice conversion (VC) that utilizes a variant of the con-
ditional variational autoencoder (VAE) called a perturbation-
resistant VAE (PRVAE). In VAE-based VC, it is commonly as-
sumed that the encoder extracts content from the input speech
while removing source speaker information. Following this ex-
traction, the decoder generates output from the extracted con-
tent and target speaker information. However, in practice,
the encoded features may still retain source speaker informa-
tion, which can lead to a degradation of speech quality during
speaker conversion tasks. To address this issue, we propose
a perturbation-resistant encoder trained to match the encoded
features of the input speech with those of a pseudo-speech gen-
erated through a content-preserving transformation of the input
speech’s fundamental frequency and spectral envelope using a
combination of pure signal processing techniques. Our exper-
imental results demonstrate that this straightforward constraint
significantly enhances the performance in non-parallel many-to-
many speaker conversion tasks. Audio samples can be accessed
at our webpage 1.
Index Terms: Voice conversion, variational autoencoder, per-
turbation resistance, representation learning, non-parallel

1. Introduction
Voice conversion (VC) is a technique that transforms the speech
of one speaker to sound like that of another while preserving
linguistic content. This technique finds applications in vari-
ous domains, including speaker conversion [1, 2], assistive sys-
tems [3, 4] aimed at overcoming speech and hearing impair-
ments, and pronunciation and accent conversions [5] for lan-
guage learning.

There are two frameworks for learning conversion models:
parallel VC and non-parallel VC. Parallel VC [2, 6] requires
a parallel speech corpus consisting of recordings of the same
text spoken by both the source and target speakers. While col-
lecting such a corpus can be time-consuming and expensive, it
has the potential to produce high-quality results since it allows
for direct optimization based on the target speech. In contrast,
non-parallel VC involves converting the source speech to the
target speech without explicitly aligning the source and target
utterances. This makes the task more challenging, as the model
has to learn the correspondence between the source and target
speech without any guidance from parallel data. However, non-
parallel VC has become an active research area in recent years
due to the availability of a large amount of non-parallel speech
data.

1http://www.kecl.ntt.co.jp/people/tanaka.ko/
projects/prvaevc/

There are two primary methodologies for developing non-
parallel VC: one involving text supervision and the other being
unsupervised. Non-parallel VC using text supervision [7, 8] is
also known as an approach cascading automatic speech recog-
nition (ASR) and text-to-speech synthesis (TTS). It utilizes a
phoneme recognizer to extract phonetic information from the
input speech, which is then fed to TTS to generate the output
speech. While this approach can produce high-quality conver-
sion results if the ASR works well, it requires paired data of
text and speech for training ASR and TTS, which can be a lim-
iting factor. In contrast, non-parallel VC without text supervi-
sion [9–11] typically employs techniques such as autoencoders
(AE) [12], variational autoencoders (VAE) [13], and generative
adversarial networks (GAN) [14]. This work focuses on non-
parallel VC based on a VAE-based system without text super-
vision, as it has the potential to utilize latent space to repre-
sent common hidden features of speech signals among different
speakers.

The VAE-based VC [15] employs a latent space typically
assumed to follow a Gaussian distribution to encode a set of
input acoustic features such as Mel-spectrogram. Then, the
speaker information is added to the encoded latent features in
the generation phase to obtain the output acoustic features. In
the decoder, the source speaker information is used to estimate
the reconstruction of the input acoustic features, while that of
the target speaker is used to estimate the converted acoustic fea-
tures. Although speaker conversion can be achieved by setting
the appropriate hyperparameters, such as the number of dimen-
sions of the model, various improvements have been proposed
to achieve better conversion. An example of such an approach is
cycle consistency [16], which ensures that the converted speech
can be converted back to its original form with the output being
as close to the original speech as possible. Another variation in-
volves incorporating an auxiliary classifier [10], which prevents
the decoder from disregarding the speaker information. Un-
fortunately, according to our initial experiments, these variants
still suffer from hyperparameter tuning of the model. There is a
large difference in conversion performance between small and
large model sizes. One possible reason is that the latent space
is not uniform across all speakers, and as the model size ex-
pands, it forms different distributions for each speaker to match
the training data better.

To address this issue, we propose a variant of the condi-
tional VAE called a perturbation-resistant VAE (PRVAE). In our
approach, a perturbation-resistant encoder is trained to match
the encoded features of the input speech with those of a pseudo-
speech. The pseudo-speech is generated by applying content-
preserving transformations to the input speech using pure signal
processing techniques. This work defines content-preserving
transformations as linear transformations of fundamental fre-
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Figure 1: System overview of VAE-based VCs. Black solid and
dashed arrows in (a)-(e) indicate the reconstruction and con-
version flow. The solid red arrow indicates the loss calculation.

quency and spectral envelope without changing the linguistic
content. Our experimental results demonstrate that introducing
perturbation resistance successfully overcomes the unstable be-
havior caused by changes in model parameters. This finding
proves that increasing the model size can improve performance,
as shown in subjective and objective evaluations.

2. Conventional VAE-Based VC
The system overview is shown in Fig. 1. We only require the
speech waveform and the corresponding speaker ID as the train-
ing data.

As the speech parameters, we extract 80-dimensional Mel-
spectrogram features over a range of 80-7600 Hz from the given
source speech signals sampled at 16 kHz. The requirements for
short-time Fourier transform are the same as reported in [17];
a Hanning window, 64 ms frame length, eight ms frameshift,
and 1024-point fast Fourier transform. Instead of using clas-
sical vocoders such as STRAIGHT [18] or WORLD [19],
which were used in some conventional methods, we used HiFi-
GAN [20], a neural vocoder, to synthesize speech waveforms.
To ensure a fair comparison of all methods, in our experiment,
we 1) extracted the Mel-spectrogram from the speech wave-
form, 2) converted the Mel-spectrogram using each method, and
3) finally generated the speech waveform using HiFiGAN.

2.1. Conditional VAE (CVAE)

A conditional variant [21] of VAE [13] is a neural network
model that includes an encoder network and a decoder network.
The encoder network produces parameters for the conditional
distribution qϕ(z|x, c) of a latent space variable z, given data
x and the attribute codes c. In contrast, the decoder network
generates parameters for the conditional distribution pθ(x|z, c)

of the data x, given the latent space variable z and the attribute
codes c. The log marginal distribution of the data x, given the
attribute codes c, is given as:

log pθ(x|c) =L(θ, ϕ) + KL[qϕ(z|x, c)|p(z)], (1)

where KL[·|·] denotes the Kullback-Leibler (KL) divergence.
This implies we can minimize the KL divergence between
qϕ(z|x, c) and p(z) by maximizing L(θ, ϕ) with respect to
θ and ϕ. A typical way of modeling p(z), qϕ(z|x, c), and
pθ(x|z, c), is to assume Gaussian distributions.

In the conditional VAE (CVAE) based VC [15], the encoder
and decoder networks are designed to generate the sequences of
the means and logarithmic variances of qϕ and pθ , given the
Mel-spectrogram xs and the speaker codes cs of the source
speaker:[

µzs
; logσ2

zs

]
=Encoder(xs, cs), (2)[

µxss
; logσ2

xss

]
=Decoder(µzs

+ σzs ⊙ ϵ, cs), (3)

xss =µxss
+ σxss ⊙ ϵ, (4)

where ϵ, [; ], and ⊙ denotes Gaussian noise, concatenation
along the channel dimension, and element-wise manipulation.
In the conversion process at the test time, given the speaker
codes ct of the target speaker, the converted Mel-spectrogram
xst is generated as follows:[

µxst
; logσ2

xst

]
=Decoder(µzs

+ σzs ⊙ ϵ, ct), (5)

xst =µxst
+ σxst ⊙ ϵ. (6)

Finally, the objective function Lcvae to be minimized is
given as,

Lcvae =Lz + Lrec, (7)

Lz =FKLD

(
N (µxss

,σ2
xss

)|N (0, I)
)
, , (8)

Lrec =FGNLL

(
xs,N (µxss

, logσ2
xss

)
)
, (9)

where N (·), FGNLL, and FKLD denote a Gaussian distribution,
a Gaussian negative log-likelihood loss function, and a KL di-
vergence loss function, respectively. As shown in Fig. 1(a),
the well-known KL loss for the latent space variable and re-
construction loss for the data are Eqs. (8) and (9).

2.2. Beta variant

Beta-VAE [22] is a variant of the VAE model that emphasizes
the disentanglement of the latent space variables. In a typical
VAE, the latent space variables z follow a multidimensional
Gaussian distribution. However, the constraint may be weak-
ened due to the balance between the KL divergence term Lz and
the reconstruction error Lrec in the objective function, Eq (7).
Beta-VAE strengthens the constraint by increasing the weight
λbetaof the KL term to more than 1, promoting independence
and disentanglement of the latent space variables across dimen-
sions (Fig. 1(b)). However, this weakens the importance of
the reconstruction error, potentially resulting in blurred recon-
structed data. The objective functions of Beta-VAE to be mini-
mized is given as,

L+beta = λbetaLz + Lrec. (10)

Note that [23] uses Beta-VAE to model both speaker and con-
tent information in the encoder. In contrast, we explicitly incor-
porate speaker information using speaker IDs to compare with
other methods under the same conditions.



2.3. Cycle-consistent variant

CycleVAE [16] is a variant of the VAE model that takes into
account not only the reconstruction flow but also the conver-
sion flow in the parameter optimization (Fig. 1(c)). As shown
in Eq. (7), the original CVAE objective function consisted of
flows to reconstruct the input xs and did not consider the actual
conversion process. To address this problem, [16] indirectly
optimizes the conversion flow by recycling the converted fea-
tures xst back into the system to obtain corresponding cyclic
reconstructed features xsts that can be directly optimized, as
follows:[

µzst
; logσ2

zst

]
=Encoder(xst, ct), (11)[

µxsts
; logσ2

xsts

]
=Decoder(µzst

+ σzst ⊙ ϵ, cs). (12)

Since VAE is trained using unaligned speech data, the ground
truth Mel-spectrogram for xst does not exist in the training
data. However, since xsts is expected to be the input Mel-
spectrogram xs, the losses L′

z and L′
rec can still be calculated,

as follows:

L′
z =FKLD

(
N (µxst

,σ2
xst

)|N (0, I)
)
, (13)

L′
rec =FGNLL

(
xs,N (µxsts

, logσ2
xsts

)
)
. (14)

This cyclic flow can be continued by using the cyclic recon-
structed features xsts as input xs for the next cycle. The ob-
jective functions L+cc of CycleVAE to be minimized is given
as,

L+cc =
1

Ncc

∑
Ncc

(Lz + Lrec + L′
z + L′

rec). (15)

where Ncc indicates the total number of cycle.

2.4. Auxiliary classifier variant

ACVAE [16] is a variant of the VAE model that considers both
the reconstruction flow and the conversion flow in the parame-
ter optimization process (Fig. 1(d)). Unlike [16], ACVAE em-
ploys information-theoretic regularization during model train-
ing to ensure that the information contained in the attribute class
label is preserved in the conversion process. In a standard Cy-
cleVAE, the encoder and decoder networks can still disregard
the attribute class labels. This results in limited control over
the speech characteristics during testing, potentially leading to
simple reconstruction without conversion.

To address this issue, ACVAE introduces an auxiliary clas-
sifier that takes the Mel-spectrogram xs, xss, and xst as input
and estimates the logits ys, yss, and yst of the speaker posteri-
ors as output, as follows:

ys =Classifier(xs), (16)
yss, yst =Classifier(xss), Classifier(xst). (17)

This enables us to optimize the conversion flow directly by
learning the encoder, decoder, and classifier. The objective
functions L+ac of ACVAE to be minimized is given as,

L+ac =Lcvae + Lclsreal + Lclsfake , (18)
Lclsreal =FCE(ys,hs), (19)

Lclsfake =0.5 ∗
(
FCE(yss,hs) + FCE(yst,ht)

)
. (20)

where FCE, hs, and ht denote a cross-entropy loss function,
the index of the source speaker, and that of the target speaker,
respectively.
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Figure 2: Comparison of perturbation resistance losses on con-
ventional VAE-based voice conversions and the proposed. Solid
and dashed lines indicate the results on the small and large
models, respectively.

3. Proposed Method

3.1. Concept

It is a common assumption that the encoder in voice conver-
sion extracts the content from the input speech while eliminat-
ing any information about the source speaker. For example, in
cascading ASR and TTS approaches, ASR, which can be re-
garded as the encoder, extracts context information, a speaker-
independent feature. The conventional VAE-based VCs intro-
ducing speaker codes are also assumed that the latent space vari-
ables, the output of the encoder, are the speaker-independent
features expected to represent phonetic information [16]. After
this extraction, the decoder uses the extracted content and target
speaker information to generate the output Mel-spectrogram.

As a preliminary experiment to confirm the speaker inde-
pendence of latent space variables, we calculated the KL di-
vergence between the conditional distribution obtained when a
certain Mel-spectrogram was given to the encoder and the con-
ditional distribution obtained when a Mel-spectrogram of the
pseudo-speech was given to the encoder, in which the mean of
fundamental frequency (F0) was randomly changed. Since the
role of the encoder is to remove speaker bias, the KL divergence
mentioned above should be close to zero, as the difference in
the mean of F0 can be considered a form of speaker bias. How-
ever, as shown in Fig. 2, the results of the KL divergence are
quite large, indicating that the encoded features may still retain
source speaker information. This could lead to a degradation of
speech quality during speaker conversion tasks. To address this
issue, we propose a training framework to learn less speaker-
dependent features as the latent space variables without text su-
pervision.

3.2. Perturbation-resistant VAE

To learn a speech representation that is less speaker-dependent
in an unsupervised manner, pseudo-speech that manipulates
speaker biases such as the mean value of F0 and vocal tract
length is created and used for training. Inspired by [24], we use
WOLRD analyzer Fana and synthesizer Fsyn [19] to extract F0

fs, spectral envelopes es, and aperiodicities as from the origi-
nal speech ws, and generate waveforms of pseudo-speech wm



from manipulated acoustic features, as follows:

fs, es,as =Fana(ws), (21)

wm =Fsyn

(
Ff0(fs, αf ), Fenv(es, αe),as

)
, (22)

where Ff0, αf , Fenv, and αe represent a function that random-
izes the mean of F0, a target mean value for F0, a frequency
warping function [25], and a warping factor, respectively.

After generating the pseudo-speech, we extract the Mel-
spectrogram xm from wm similarly to the extraction of xs

from ws. Unlike the conventional VAE-based VCs, a speaker
encoder is introduced to obtain the speaker codes cm from the
Mel-spectrogram of the pseudo-speech. Then, a set of the pa-
rameters, µzm

and σzm , for the conditional distribution of the
latent space variable zm is generated, as follow:

cm = SpeakerEncoder(xm), (23)[
µzm

; logσ2
zm

]
= Encoder(xm, cm). (24)

Our goal is to train the encoder to match the two distributions
of the latent space variables zs and zm. Hence, we define the
perturbation resistance loss as follows:

Lpr = FKLD

(
N (µzs

,σ2
xs

)|N (µzm
,σ2

xm
)
)
. (25)

The final objective function L of PRVAE is given as,

L = Lcvae + λprLpr, (26)

where λpr is a regularization parameter, which weighs the im-
portance of the perturbation-resistant regularization.

4. Experiments
4.1. Implementation details

As detailed in Table 1, CVAEs were designed using long short-
term memory (LSTM) [26]. To examine the conversion perfor-
mance for different model sizes, we used two types of CVAEs
in the experiment: Small and Large. Therefore, we evaluated 10
VC systems: CVAE-Small, 4 variants of CVAE-Small (+beta:
beta, +cc: cycle-consistent, +ac: auxiliary classifier, and +pr:
perturbation-resistant), CVAE-Large, and 4 variants of CVAE-
Large (+beta, +cc, +ac, and +pr). In the CVAE-Small, 4-
layer LSTMs with 128 hidden units were used for the encoder
and decoder, respectively. In contrast, CVAE-Large uses a 2-
layer LSTM with 512 hidden units, and the second layer of the
stacked LSTMs has a residual connection. Speaker vectors were
concatenated in all layers.

The model was trained for 100k iterations using the Adam
optimizer [27] with a mini-batch size of 16. The learning rate,
the first and second moments decay rates β1, and β2 were set to
0.001, 0.9, and 0.99, respectively. To train the small-sized mod-
els, we applied the KL term annealing technique [28], which
gradually increases the weight of the KL divergence term in
the objective function during training. This technique has been
shown to improve the quality of generated samples and prevent
the model from ignoring the latent variables. After experiment-
ing with different values (2, 3, 5, and 10), we set λβ to 3. We
also used Ncc of 3, similar to the setting in [16]. The settings
for the auxiliary classifier are the same as those in [16]. Af-
ter experimenting with different values (1, 10, and 100), we set
λpr to 10. As for the hyperparameters αf and αe, we randomly
sampled from uniform distributions of [90, 300] and [0.9, 1.1]
for each training iteration, respectively. As the speaker encoder,
we used 2-layer LSTMs with 128 hidden units, followed by
a 32-dimensional linear projection to obtain a 32-dimensional
speaker vector.

Table 1: Model architecture summary for Small and Large VAE
models.

Small Large
Projection dim. 128 512

layer 4 2
Encoder LSTM dim. 128 512

residual ✓
Projection dim. 16 × 2 32 × 2
Projection dim. 128 512

layer 4 2
Decoder LSTM dim. 128 512

residual ✓
Projection dim. 80 × 2

Num. of Params 1.2M 8.8M

4.2. Other experimental conditions

We conducted experimental evaluations using a phonetically
balanced Japanese speech dataset [29] consisting of utterances
by six professional male speakers and four professional female
speakers. The speech was recorded in a quiet room with min-
imal reverberation, and the silent section was removed using
annotation labeled by experts. To train VC models, we used
450 sentences (speech section of around 0.5 hours) per speaker.
To evaluate the performance, we used 53 sentences per speaker.
All models were trained on many-to-many condition, which is
10-speaker input and 10-speaker output.

As the objective evaluation metrics, we used Mel-cepstral
distortion (MCD) [dB] [30], a correlation coefficient of loga-
rithmic F0 (F0Corr), and character error rate (CER) [%]. We
used dynamic time warping [31] to get the alignment between
the converted sample and the reference sample. To calculate
the MCD and F0Corr, we extracted 0-24 order Mel-cepstrum
and F0 from the raw speech and the converted speech synthe-
sized by the neural vocoder. The CER was calculated by the
Transformer-based ASR model trained on the corpus of spon-
taneous Japanese [32], provided by ESPnet [33]. Before calcu-
lating the CER, we converted kanji to hiragana to eliminate any
variation caused by kanji or hiragana.

As the subjective evaluation of sound quality, we conducted
a 5-scaled mean opinion score (MOS): 5 for excellent, 4 for
good, 3 for fair, 2 for poor, and 1 for bad. To confirm speaker
similarity, we also conducted a 4-scaled preference test (PT): 4
for same (sure), 3 for same (not sure), 2 for different (not sure),
and 1 for different (sure). Ten native Japanese speakers partici-
pated in each subjective evaluation. Each system was evaluated
over 270 times.

4.3. Results for generalization of latent space variables

To verify the degree of speaker independence of the latent space
variables, we calculated the differences between the reconstruc-
tion error and the conversion error for each method, which are
shown in the second row of Table 2 (denoted by (·)). If the latent
space features are less speaker-dependent, the difference be-
tween the reconstruction and conversion errors should be small.
Conversely, if the difference is large, the latent space variables
contain speaker information, which may have caused the con-
version error to be larger.

The objective evaluation results show that the proposed



Table 2: Objective evaluation results. The lower the MCD and
CER, the better the performance. The higher the F0Corr, the
better the performance. The values following ± indicate con-
fidence intervals. The first terms of the second row for each
method represent the reconstruction errors on the evaluation
dataset. The second terms (represented by (·)) indicate differ-
ences between the reconstruction and conversion errors. The
confidence intervals of the reconstruction error is omitted for
brevity.

System MCD ↓ F0Corr ↑ CER ↓
CVAE-Small 6.76 ± 0.04 0.73 ± 0.01 7.5 ± 0.27

5.20 (1.56) 0.84 (0.10) 5.3 (2.2)
+ beta 6.62 ± 0.03 0.72 ± 0.01 13.5 ± 0.35

5.81 (0.81) 0.82 (0.10) 10.4 (3.1)
+ cc 6.78 ± 0.04 0.72 ± 0.01 10.6 ± 0.32

5.40 (1.38) 0.84 (0.12) 7.1 (3.5)
+ ac 6.75 ± 0.04 0.72 ± 0.01 7.2 ± 0.26

5.18 (1.57) 0.85 (0.13) 4.9 (2.3)
+ pr 6.57 ± 0.03 0.73 ± 0.01 9.2 ± 0.29
(ours) 5.79 (0.78) 0.83 (0.10) 7.9 (1.3)

CVAE-Large 7.45 ± 0.04 0.50 ± 0.01 17.6 ± 0.52
4.58 (2.87) 0.86 (0.36) 3.5 (14.1)

+ beta 6.94 ± 0.04 0.62 ± 0.01 12.6 ± 0.34
5.50 (1.44) 0.85 (0.23) 6.8 (5.8)

+ cc 7.24 ± 0.04 0.59 ± 0.01 14.3 ± 0.42
5.02 (2.22) 0.85 (0.26) 4.5 (9.8)

+ ac 7.21 ± 0.04 0.60 ± 0.01 13.5 ± 0.43
4.79 (2.42) 0.86 (0.26) 3.8 (9.7)

+ pr 6.52 ± 0.03 0.73 ± 0.01 6.2 ± 0.23
(ours) 5.52 (1.00) 0.84 (0.11) 4.8 (1.4)
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Figure 3: Subjective evaluation results on sound quality. The
higher the value, the better the sound quality. The error bars
denote 95% confidence intervals. Re-synthesized indicates the
speech synthesized from the ground-truth Mel-spectrogram.

method (+pr) has the smallest difference, indicating that the
latent space variables are more generalized. Moreover, when
the model size is increased, the proposed method improves the
reconstruction and conversion errors compared to the case with
a smaller model size. In contrast, the conventional method has a
smaller reconstruction error but a larger conversion error. These
findings support the claim that the proposed method can extract
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Figure 4: Subjective evaluation results on speaker similarity.
The higher the rate of Same, the better the performance.

less speaker-dependent features as the latent space variables.

4.4. Results of subjective listening tests

Next, the results of the perceptual evaluation were shown in
Fig. 3 and 4. From these results, the proposed method (+pr)
with the large-sized model is the best system for sound quality
and speaker similarity. Similar to the objective experimental re-
sults, the difference between the methods is smaller when the
model size is small. However, as the model size increases, the
conventional method deteriorates while the proposed method
improves. Moreover, while the beta variant (+beta) performs
less well than other methods when the model is compact, it out-
performs other conventional methods when the model is large.
These results suggest that constraints on latent space variables
have a certain effect.

5. Conclusions
This paper described a non-parallel many-to-many voice con-
version method based on a perturbation-resistant variational
autoencoder. We introduced an encoder trained to match the
encoded features of the input speech with those of a pseudo-
speech generated through a content-preserving transformation
of the input speech’s fundamental frequency and spectral enve-
lope. Experimental results showed that the proposed encoder
enabled us to extract less speaker-dependent features, leading
to the best performance in subjective evaluations. We plan to
extend the proposed speech representation technique to other
downstream tasks, such as automatic speech recognition and
source separation.
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[1] Aäron van den Oord, Oriol Vinyals, and Koray Kavukcuoglu,

“Neural discrete representation learning,” in NeurIPS, pp. 6309–
–6318, 2017.

[2] Jing-Xuan Zhang, Zhen-Hua Ling, Li-Juan Liu, Yuan Jiang, and



Li-Rong Dai, “Sequence-to-sequence acoustic modeling for voice
conversion,” IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, vol. 27, no. 3, pp. 631–644, 2019.

[3] Kou Tanaka, Tomoki Toda, Graham Neubig, Sakriani Sakti, and
Satoshi Nakamura, “A hybrid approach to electrolaryngeal speech
enhancement based on noise reduction and statistical excitation
generation,” IEICE Transactions on Information and Systems, vol.
97, no. 6, pp. 1429–1437, 2014.

[4] Fadi Biadsy, Ron J Weiss, Pedro J Moreno, Dimitri Kanevsky, and
Ye Jia, “Parrotron: An end-to-end speech-to-speech conversion
model and its applications to hearing-impaired speech and speech
separation,” in INTERSPEECH, pp. 4115–4119, 2019.

[5] Daniel Felps, Heather Bortfeld, and Ricardo Gutierrez-Osuna,
“Foreign accent conversion in computer assisted pronunciation
training,” Speech Communication, vol. 51, no. 10, pp. 920–932,
2009.

[6] Kou Tanaka, Hirokazu Kameoka, Takuhiro Kaneko, and
Nobukatsu Hojo, “AttS2S-VC: Sequence-to-sequence voice con-
version with attention and context preservation mechanisms,” in
ICASSP, pp. 6805–6809, 2019.

[7] Li-Juan Liu, Yan-Nian Chen, Jing-Xuan Zhang, Yuan Jiang, Ya-
Jun Hu, Zhen-Hua Ling, and Li-Rong Dai, “Non-parallel voice
conversion with autoregressive conversion model and duration ad-
justment,” in Joint Workshop for the Blizzard Challenge and Voice
Conversion Challenge, pp. 126–130, 2020.

[8] Wen-Chin Huang, Shu-Wen Yang, Tomoki Hayashi, Hung-Yi
Lee, Shinji Watanabe, and Tomoki Toda, “S3PRL-VC: Open-
source voice conversion framework with self-supervised speech
representations,” in ICASSP, pp. 6552–6556, 2022.

[9] Kaizhi Qian, Yang Zhang, Shiyu Chang, Xuesong Yang, and
Mark Hasegawa-Johnson, “AutoVC: Zero-shot voice style trans-
fer with only autoencoder loss,” in ICML, pp. 5210–5219, 2019.

[10] Hirokazu Kameoka, Takuhiro Kaneko, Kou Tanaka, and
Nobukatsu Hojo, “ACVAE-VC: Non-parallel voice conversion
with auxiliary classifier variational autoencoder,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing, vol.
27, no. 9, pp. 1432–1443, 2019.

[11] Takuhiro Kaneko, Hirokazu Kameoka, Kou Tanaka, and
Nobukatsu Hojo, “MaskCycleGAN-VC: Learning non-parallel
voice conversion with filling in frames,” in ICASSP, pp. 5919–
5923, 2021.

[12] Geoffrey E Hinton and Ruslan R Salakhutdinov, “Reducing the
dimensionality of data with neural networks,” science, vol. 313,
no. 5786, pp. 504–507, 2006.

[13] Diederik P Kingma and Max Welling, “Auto-encoding variational
bayes,” arXiv preprint arXiv:1312.6114, 2013.

[14] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu,
David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua
Bengio, “Generative adversarial nets,” in NeurIPS, pp. 2672–
2680, 2014.

[15] Chin-Cheng Hsu, Hsin-Te Hwang, Yi-Chiao Wu, Yu Tsao, and
Hsin-Min Wang, “Voice conversion from non-parallel corpora
using variational auto-encoder,” in APSIPA, pp. 1–6, 2016.

[16] Patrick Lumban Tobing, Wen-Chin Huang, Tomoki Hayashi,
Kazuhiro Kobayashi, and Tomoki Toda, “Non-parallel voice con-
version with cyclic variational autoencoder,” in INTERSPEECH,
pp. 674–678, 2019.

[17] Hirokazu Kameoka, Kou Tanaka, and Takuhiro Kaneko,
“FastS2S-VC: Streaming non-autoregressive sequence-to-
sequence voice conversion,” arXiv preprint arXiv:2104.06900,
2021.

[18] Hideki Kawahara, Ikuyo Masuda-Katsuse, and Alain
De Cheveigne, “Restructuring speech representations using
a pitch-adaptive time-frequency smoothing and an instantaneous-
frequency-based F0 extraction: Possible role of a repetitive
structure in sounds,” Speech communication, vol. 27, no. 3, pp.
187–207, 1999.

[19] Masanori Morise, Fumiya Yokomori, and Kenji Ozawa,
“WORLD: a vocoder-based high-quality speech synthesis system
for real-time applications,” IEICE Transactions on Information
and Systems, vol. 99, no. 7, pp. 1877–1884, 2016.

[20] Jungil Kong, Jaehyeon Kim, and Jaekyoung Bae, “HiFi-GAN:
Generative adversarial networks for efficient and high fidelity
speech synthesis,” in NeurIPS, pp. 17022–17033, 2020.

[21] Diederik P Kingma, Shakir Mohamed, Danilo Jimenez Rezende,
and Max Welling, “Semi-supervised learning with deep genera-
tive models,” in NeurIPS, pp. 3581–3589, 2014.

[22] Irina Higgins, Loic Matthey, Arka Pal, Christopher Burgess,
Xavier Glorot, Matthew Botvinick, Shakir Mohamed, and
Alexander Lerchner, “beta-VAE: Learning basic visual concepts
with a constrained variational framework,” in ICLR, 2017.

[23] Manh Luong and Viet Anh Tran, “Many-to-Many Voice Conver-
sion Based Feature Disentanglement Using Variational Autoen-
coder,” in INTERSPEECH, pp. 851–855, 2021.

[24] Chak Ho Chan, Kaizhi Qian, Yang Zhang, and Mark Hasegawa-
Johnson, “SpeechSplit2.0: Unsupervised speech disentanglement
for voice conversion without tuning autoencoder bottlenecks,” in
ICASSP, pp. 6332–6336, 2022.

[25] Navdeep Jaitly and Geoffrey E Hinton, “Vocal tract length pertur-
bation (VTLP) improves speech recognition,” in ICML, vol. 117,
p. 21, 2013.

[26] Sepp Hochreiter and Jürgen Schmidhuber, “Long short-term
memory,” Neural computation, vol. 9, no. 8, pp. 1735–1780,
1997.

[27] Diederik Kingma and Jimmy Ba, “Adam: A method for stochastic
optimization,” in ICLR, 2015.

[28] Samuel R Bowman, Luke Vilnis, Oriol Vinyals, Andrew M Dai,
Rafal Jozefowicz, and Samy Bengio, “Generating sentences from
a continuous space,” in SIGNLL, pp. 10–21, 2016.

[29] Akira Kurematsu, Kazuya Takeda, Yoshinori Sagisaka, Shigeru
Katagiri, Hisao Kuwabara, and Kiyohiro Shikano, “ATR Japanese
speech database as a tool of speech recognition and synthesis,”
Speech Communication, vol. 9, no. 4, pp. 357–363, 1990.

[30] Tomoki Toda, Alan W Black, and Keiichi Tokuda, “Voice conver-
sion based on maximum-likelihood estimation of spectral param-
eter trajectory,” IEEE Transactions on Audio, Speech and Lan-
guage Processing, vol. 15, no. 8, pp. 2222–2235, 2007.

[31] Donald J Berndt and James Clifford, “Using dynamic time warp-
ing to find patterns in time series.,” in KDD workshop, vol. 10,
pp. 359–370, 1994.

[32] Kikuo Maekawa, “Corpus of spontaneous Japanese: Its design
and evaluation,” in Workshop on Spontaneous Speech Processing
and Recognition, pp. 7–12, 2003.

[33] Shinji Watanabe, Takaaki Hori, Shigeki Karita, Tomoki Hayashi,
Jiro Nishitoba, Yuya Unno, Nelson Enrique Yalta Soplin, Jahn
Heymann, Matthew Wiesner, Nanxin Chen, Adithya Renduchin-
tala, and Tsubasa Ochiai, “ESPnet: End-to-end speech processing
toolkit,” in INTERSPEECH, pp. 2207–2211, 2018.


