Saliency-based video segmentation with graph cuts and sequentially-updated priors
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Background:
• Extracting “important” regions from videos is a challenging and crucial task.
  ➢ Especially for video compression, object recognition, video annotation and retrieval, etc.
• It can be formulated as a problem of binary segmentation.
  ➢ Important regions = “objects”, the remaining regions = “backgrounds”
• A promising way for precise segmentation: graph-cuts based methods
  ➢ Interactive Graph Cuts [Boykov 2006], extension to videos [Kohli 2007], etc.

Problem 1: Need to provide cues for segmentation manually and carefully.

Problem 2: Segmented regions may be randomly switched as a result of the shifts of attention.

Contributions 1: Segmentation priors are provided based on visual saliency.

Contributions 2: Sequential update of priors with previous results.

Segmentation with Graph Cuts
Minimizing the energy function is equivalent to deriving the minimum cut of the following (directed) graph:

The MAP solution of the MRF for segmentation can be exactly solved in polynomial time.

Attention-based priors (Contribution 1)

Prior term
\[ \xi(A_k) = -\log p(A_k) \]

Prior density for “obj”
\[ p(A_k = \text{"obj"}) \]

Prior density for “bkg”
\[ p(A_k = \text{"bkg"}) = 1 - p(A_k = \text{"obj"}) \]

Likelihood term
\[ \phi(D|A_k) = -\log p(D|A_k) \]

Likelihood for “obj”
\[ p(D|A_k = \text{"obj"}) \]

Likelihood for “bkg”
\[ p(D|A_k = \text{"bkg"}) \]

Sequential update of priors (Contribution 2)
Assume the following two relationships:

\[ p(A_{k-1} = \text{"obj"}; t) = N(\sigma_1, \sigma_2) \]

\[ p(A_{k-1} = \text{"bkg"}; t) = N(\sigma_1, \sigma_2) \]

The prior density \( p(A_k = \text{"obj"}; t) \) at time \( t \) can be derived through Kalman filter, where the observation is \( g(A_k) = \text{"obj"}; t) \)

\[ p(A_k = \text{"obj"}; t) = \frac{\sigma_2^2(t) \phi(A_{k-1} = \text{"obj"}; t)}{\sigma_1^2(t) + \sigma_2^2(t) \phi(A_{k-1} = \text{"obj"}; t)} \]
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