SUMMARY  This study analyzes emotions established between people while interacting in face-to-face conversation. By focusing on empathy and antipathy, especially the process by which they are perceived by external observers, this paper aims to elucidate the tendency of their perception and from it develop a computational model that realizes the automatic inference of perceived empathy/antipathy. This paper makes two main contributions. First, an experiment demonstrates that an observer’s perception of an interacting pair is affected by the time lags found in their actions and reactions in facial expressions and by whether their expressions are congruent or not. For example, a congruent but delayed reaction is unlikely to be perceived as empathy. Based on our findings, we propose a probabilistic model that relates the perceived empathy/antipathy of external observers to the actions and reactions of conversation participants. An experiment is conducted on ten conversations performed by 16 women in which the perceptions of nine external observers are gathered. The results demonstrate that timing cues are useful in improving the inference performance, especially for perceived antipathy.
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1. Introduction

Face-to-face conversation is the primary way of sharing information, understanding others’ emotion, and making decisions in social life. Unfortunately, it’s not so easy for people to fully understand what the others are feeling in a conversation, or reach full agreement about a controversial topic. The quality and efficiency of communication can be enhanced by applying information technologies to conversation support systems, such as in real-time computer-mediated visual telecommunication, conversational agents/robots, and counseling of autistic communicators. To realize such applications, it’s required to automatically understand not only human behavior but also the participants’ emotions which temporally evolve in the course of the interaction and impacts the conversation. Accordingly, the main target of automatic meeting analysis is now shifting from behavior to emotion [1]–[5].

To understand emotion in conversation, it is important to shed light on the communication process by which emotion is expressed, perceived, and shared between people via their interactions. Most previous works on the automatic recognition of human emotion mainly focus on the basic emotions of people in isolation, i.e. not interacting with others, and try to infer what type of basic emotion a target person is really feeling. Recently, from a more communication-directed viewpoint, some researchers proposed to infer how emotions aroused between a pair of people in multi-party conversations are perceived by external observers. For example, the targets of [6] are empathy as emotional contagion, and antipathy or counter-empathy as emotional conflict.

When people imagine the emotional states of others in conversation, they are thought to utilize two kinds of cues: dynamic cues and static cues. Dynamic cues are timing and/or the order of behaviors between the pair. The dynamic cues are intrinsically critical in communication sessions, where participants are rhythmically and interchangeably displaying their behaviors as indicators of their emotions. Numerous literatures have explored such cues in dyadic interactions, e.g. [7]–[9]. Static cues that are obtained from a snippet or still image of the conversation can also explain a part of the perceived emotions. Such static cues include how strongly expressions are displayed and/or what kinds of behaviors co-occur between a pair. As an example of the use of the static cues, the previous studies [6], [10] focus only on the instantaneous co-occurrence of facial expressions and gaze between a target pair. However, to the best of our knowledge, there is no computational model that describes the differences between external observers’ subjective perceptions of empathy/antipathy between a pair, when the dynamics of the pair’s interaction is changed.

This paper aims to investigate the relationship between the dynamics of participants’ behaviors and subjective perception of external observers about empathy/antipathy between the pair. The present paper has two key contributions: First, it hypothesizes and demonstrates that the observer’s perception of an interacting pair is formed by congruence and time lag between sender’s action and receiver’s reaction. Second, from the findings, it proposes a computational model for estimating perceived empathy/antipathy∗. The following paragraphs describe the details.

We derive the hypothesis by assuming that the tendencies of observer’s perception about empathy/antipathy are

∗We have already presented the preliminary hypothesis testing and the model in [11]. This paper substantially enhances the reliability of the hypothesis testing and inference performance by adding two coders for the annotation of interlocutor’s facial expressions. Furthermore, this paper determines more exact perception boundary of the time lag of the receiver’s facial reaction by testing a variety of boundaries.
similar to those of human physical reactions to emotion-elicitng stimuli. Previous psychological studies, e.g. [12]–[15], have studied and documented the characteristics of imitated facial reactions when exposed to another human’s facial expression. In short, as described in detail in Sect. 2, both the reaction time and the interpersonal relationship between the pair change the congruence/incongruence of the interaction. Table 1 summarizes our hypothesized characteristics of perceived empathy and antipathy. The present study focuses only on the timing of facial expressions between a pair as key behaviors, though they might not be the most crucial factors, because it’s currently intractable to fully consider all possible combinations of single- and cross-channel behavioral congruence between a pair. However, a test with our face-to-face multi-party conversation dataset yields promising results in support of the hypotheses.

The model presented herein consists of two submodels. One describes the relationship between perceived empathy/antipathy and the time lag between action and reaction; we call it the timing model. The other, a static model, is based on the instantaneous co-occurrence of their behaviors. In addition to facial expression and gaze, the focus of in [6], [10], the present study also considers head gestures and utterances. As expected from the present psychological study on perceived empathy/antipathy, as explained in Sect. 4, our experiment demonstrates that the timing model is helpful in improving the inference performance, especially for antipathy, and so is superior to the use of the static model only.

Following [6], this paper describes the perceptions of multiple observers as a distribution. Here, distribution means a probability distribution that represents voting rates expressing how many observers voted for or will vote for each category. It is considered in [6] that the set of perception is a kind of collective perception, and hence it is a practical description for objectively and deeply understanding conversation scenes. It also has an engineering merit. This expression can be put into the probabilistic inference framework, so a variety of analytical techniques for estimating model parameters can be applied. As to applications, a distribution showing such rich information of collective perception would be beneficial for the automatic recording of meeting minutes, or the automatic support for appraisers, facilitators and some researchers, such as social psychologists, sociologists, and psychotherapists.

The remainder of this paper first introduces related works to position this study and to derive the present hypothesis in Sect. 2. Next, our definition of perceived empathy/antipathy is explained in Sect. 3. A psychological study that assesses the impact of timing and congruence between facial action-reaction is detailed in Sect. 4. A probabilistic model for estimating perception from interlocutor behaviors is described and evaluated in Sect. 5. Finally, we summarize this study in Sect. 6.

### 2. Related Works

This section positions this study in a comparison of related works.

One target that has been well studied in psychology and neuropsychology is the human as a reactor to emotion-elicitng stimuli, including other’s facial expressions. For example, when observing other’s emotional face, people voluntarily and rapidly mimic the presented facial expression, even for negative emotional displays [12], e.g. to smile at a happy face or frown at an angry face. Many previous studies, e.g. [12]–[15], reported that the response time in facial electromyographic (EMG) reactions is around 300–400 ms, if the subject is prepared to mimic the presented facial expression. On the contrary, if the subject tries to show an opposite reaction, e.g. to frown at a happy face or smile at an angry face, the response delay increases to 500–1,000 ms [12], [13]. These mimicking patterns, whether congruent or not, depend strongly on context, e.g. relationship between the subject and the persons issuing the target facial expression [16]–[18]. For example, congruent reaction, i.e. a reaction the same as or similar to the target facial expression, is likely to be produced for a cooperative partner, while an incongruent reaction is expected from a competitive partner [16].

In pioneering works on perceived empathy, Ickes et al. [19] and Levenson et al. [20] define empathy as empathetic accuracy, which means the ability to perceive accurately how another person is feeling. They investigated the accuracy of the interaction partner [19] or external observers [20]. Although Levenson et al. [20] demonstrated physiological linkage between the target and the external observers, neither of them focused on behavioral congruence between a pair or its time lag, nor proposed any computational models of perceived empathy that could realize automatic inference.

Numerous computational models for inferring emotion can be found in the excellent reviews published to date, e.g. [3]. There are two major approaches for building such models, though they have often been confused in the engineering community [21]. One focuses on emotion that the target person is really feeling, and the other focuses on the impression of observers. The main difference between these approaches is whether the ground truth is obvious or not. It is usually essential, because many machine learning techniques require a ground truth.

When the focus is the actual emotions of the target person, it can be explicitly obtained by using self-reports [2] or acted behaviors [22]. However, when observer perception is used, the problem is how to determine the ground truth given the different subjective judgments expected. Most pre-

<table>
<thead>
<tr>
<th>Behavioral congruence between a pair</th>
<th>Reaction time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congruent</td>
<td>Rapid (0–400 ms)</td>
</tr>
<tr>
<td>Incongruent</td>
<td>Empathy (H1)</td>
</tr>
<tr>
<td></td>
<td>Antipathy (H3)</td>
</tr>
</tbody>
</table>
vious works determine a single representative value regardless of the difference in perception between observers; the most popular technique is majority voting or averaging, e.g. as used in [4].

On the other hand, some researchers recently tried to handle the inter-observer difference as a distribution, e.g. voting rates. For example, [6] posed the problem setting of estimating the distribution among target categories (empathy, antipathy or neither). This expression is advantageous not only to handle data that does not follow normal distribution, e.g. multi-modal non-Gaussian distributions, but also to keep its variation. They modeled the static tendency of how the co-occurrence of facial expressions in a pair of conversation participants impacted the empathy as perceived by the observers. However, this reference considers neither other behavioral channels, e.g. head gesture and utterance, nor dynamic cues.

Some researchers attempted to automatically detect behavioral mimicry from wearable motion sensors [23] or audio-visual features [24]. Furthermore, the dynamics of action and reaction have been utilized for generating the reactions of a conversational avatar to a user. For example, Morency et al. [25] proposed a probabilistic model for predicting the timing of listener’s head gesture by analyzing the time lag of the listener’s backchannel against speaker’s utterance in human-human dyad conversations. However, none of them did not address how such interactions are perceived by observers.

3. Definition of Perceived Empathy/Antipathy

Following [6], we focus on the communicative aspect of empathy/antipathy. The definition of perceived empathy in [6] differs slightly from the traditional. Traditional definitions of empathy basically address the emotional phenomena actually arising in a subject, e.g. empathetic accuracy [19] described in Sect. 2. On the other hand, this study targets the pair-wise emotional state aroused between a pair of people while interacting with each other, and how it is perceived by others from a communicative viewpoint. The definition of empathy/antipathy in the present study is “an instantaneous state where a pair of interlocutors under a multi-party conversation is in the same/similar or conflicting emotional state.” Among the eight distinct phenomena of empathy summarized in [26], our definition is most strongly associated with “emotional contagion” and “imagine-other perspective.”

“Emotional contagion” represents the state where the emotion of a subject is the same as or similar to that of the target person [27]. We employ the definition of empathy as emotional contagion, and antipathy as emotional conflict. Emotional contagion well matches our concept that communicative emotions are shared between participants via their interaction. To understand this phenomenon, pair-wise treatment of communicative emotions is necessary. Moreover, among the eight phenomena, emotional contagion is expected to be the most common definition, and we believe that it is the most important aspect for understanding the flow, quality and performance of any conversation.

“Imagine-other perspective” [28] means the way of viewing others; the observer imagines how the target participants are feeling. On the other hand, “imagine-self perspective” [28] means how the observer imagines how he/she would feel in the participants’ place. We employ the imagine-other perspective for a more objective description of perceived emotions than the imagine-self perspective, because the imagine-other perspective creates more other(target person)-oriented emotional responses [28]. Moreover, because the objects in our case are a pair of participants, the perspective of this study can be called “imagine-pair perspective”.

Furthermore, “behavioral coordination” explains the tendency by which a person empathizing often adopts the behavior of the observed other [26]. The proposed model is based on behavioral coordination in empathy. Hereinafter, perceived empathy and perceived antipathy are jointly called just perceived empathy without discrimination, unless necessary.

The term empathy is difficult to rigorously define, but most people share a common understanding of empathy. Such a concept is called projective content [29]. So, to obtain the intuitive perception of observers, by following the guideline in [29], the instructions to the observers in the present study contained neither technical terms nor procedural definitions like a long list of detailed rules; the usage of which would almost automatically distinguish the type of perceived empathy from participant behaviors.

In this case, the observers could be expected to arrive at their own detailed definition of empathy. Accordingly, our empathy perception covers both the variation in the definition and the real perception. We consider that a set of these labels can be an objective description, because it is a collection of subjective data with regard to the intuitive perception of empathy. We believe that this is a practical description for users in understanding complex conversation situations. It is difficult to separate the variation of perception and definition at this moment. However, the aim of this study is not to clarify all characteristics of empathy but to find and utilize effective properties for automatic meeting analysis.

4. Timing Analysis: A Psychological Study

This section analyzes the relationship between perceived empathy of observers and facial behaviors of conversation participants. The main focus is to elucidate how significantly the time lag and congruence between facial action and reaction in a pair affects the observer’s perception of the interaction. As a result, most of our hypotheses are basically supported.

1The eight distinct phenomena of empathy summarized in [26] are: “cognitive empathy”, “behavioral coordination” (“motor mimicry”), “emotional contagion”, “aesthetic empathy”, “imagine-other perspective”, “imagine-self perspective”, “personal distress”, and “empathic concern”
4.1 Hypotheses

From existing findings on the characteristics of human reaction to emotion-eliciting stimuli described in Sect. 2, we explore the possibility that time lags and congruence can be used to infer observers’ perceived empathy. As an important nonverbal behavior for observers to judge emotions of conversation participants, facial expressions, i.e., facial action and reaction, are focused here; Facial expression is the primary channel for the transmission of emotion [30].

Our basic hypothesis is that the external observer consciously or unconsciously utilizes the characteristics of human as a reactor when perceiving empathy/antipathy by target interaction. First, the time lag is probably critical in judging whether a receiver’s reaction is spontaneous or intentional. Second, given that the interpersonal relationship between a pair determines the congruence of the interaction [16]–[18], we consider the empathetic/antipathetic relationship. This is reasonable because one aspect of empathy is emotional contagion, i.e., the interpersonal relationship of emotions between a pair is the same or similar [26], [27]; another aspect is behavioral congruence or mimicry [26].

The hypothesis is decomposed into the following four sub hypotheses in terms of the congruence and delay between action and reaction: (H1) Observers are likely to perceive empathy when the facial expressions of the target pair are congruent with lag of 0–400 ms. (H2) Observers are unlikely to perceive empathy when the facial expressions of the target pair are congruent with lag of 500–1,000 ms. (H3) Observers are likely to perceive antipathy when the facial expressions of the target pair are incongruent with lag of 0–400 ms. (H4) Observers are unlikely to perceive antipathy when the facial expressions of the target pair are incongruent with lag of 500–1,000 ms. Table 1 summarizes these hypotheses.

Now consider a typical example wherein a speaker is smiling at a listener in an attempt to gain his/her agreement, and an observer is looking at the pair. If the listener rapidly (lag of 0–400 ms) returns a smile to the speaker, the observer would perceive that their interaction is spontaneous and their emotional states are empathetic, i.e., the same or at least similar (H1). If an incongruent response is rapidly returned, e.g., negative facial expression to smile, the observer would perceive spontaneously displayed antipathy (H3). If the listener displayed a smile but after some delay (lag of 500–1,000 ms), the observer would perceive it as intentional as opposed to spontaneous, and therefore contains an element of deception and it is this that leads to the antipathy (H2).

4.2 Subjects: External Observers

Nine observers were employed. They were Japanese females in their twenties or thirties. They had met neither each other nor the conversation participants before the experiment.

4.3 Stimuli: Conversation Data

This paper targets four-person face-to-face conversations, as shown in the left part of Fig. 1. The participants were instructed to hold alternative-type discussions and to build consensus as a group, i.e., agree on a single answer, on each discussion topic within eight minutes. The participants were 16 Japanese women (four four-person groups: GA, GB, GC, and GD) in their twenties or thirties. They were chosen to occupy the same gender and age bracket to raise the probability of empathy [27]. They were asked to first hold a short chat with self-introduction, then hold about seven discussions with some intervals between them. All conversations were captured at 30 fps by IEEE1394 color cameras.

This study collected interlocutors who had not met before the experiment for analytical simplicity. Unacquainted individuals would be more likely to behave by following social rules [31] rather than interpersonal relationship, e.g., dominance or hierarchy. For example, as introduced in Sect. 2, in-group and out-group people tend to show different facial mimicry patterns [18]. The social rules, which are basically shared among a large community, would make it simpler for observers to understand the interaction than local rules that are shared among a specific small groups like families and friends.

Most discussion topics were assigned to the groups on the basis of the participants’ opinions found in pre-questionnaires so as to cause frequent concordance and disagreement. The discussions were held on a single day for each group. This paper picks up and analyzes ten discussions that are expected to include lively exchanges and a variety of empathy scenes, including empathetic, antipathetic, and ambiguous interactions. We dropped the rest of discussions due to the high cost of annotation, as described later in Sect. 4.4. The selected discussion topics were “Is marriage and romantic love the same or different?”, “Who are more beneficial, men or women?”, “Is marriage necessary for life?”, “Are blood types and personality highly related?”, “Do there exist beneficial or detrimental blood types?”, “Should preferential treatment for full-time housewives be introduced?”, “Should smoking in public space be fully prohibited by law?”, and “Should euthanasia be legally recognized in Japan?”. Only the first topic was selected three times, because it yielded the most lively discussions. Four of the ten conversations were selected from GA and two from each of GB to GD. The average discussion length was

![Fig. 1 Snapshots of conversation (left) and labeling (right) scenes.](image-url)
7.4 min (1.4 min S.D.).

One female annotator in advance annotated facial expression, gaze (person receiving visual focus of attention), head gesture, and utterance of each participant in these conversations frame-by-frame. To enhance the reliability of the annotation of facial expression, i.e. the nonverbal behavior mainly focused in this paper, two other female coders additionally annotated interlocutor’s facial expressions.

The label sets for facial expression are: positive class) smile, laughter, chuckle; neutral class) neutral, thinking, surprised, embarrassed, other neutral expressions; negative class) wry smile, disgust, bored, provoking, puzzled, sad, angry, afraid/fear, disbelieving, and other negative expressions. These 18 categories were prepared with reference to Facial Action Coding System (FACS) [32], and Mind Reading guideline [33]. The label sets for head gesture and utterance are {no gesture, nod (3 levels), shake (3 lv.), tilt (3 lv.), their combination}, and {speaking, silence}, respectively. Moreover, the coders were also allowed to select hard-to-judge label, if necessary.

Top five frequently used facial expression categories by the three coders, except for hard-to-judge (1.8%), are neutral (52.0%), smile (36.3%), thinking (3.5%), wry smile (2.1%), and laughter (1.6%). Each of the remaining 13 categories were selected less than 1%. Consequently, the frequencies of valence classes are 38.0% (positive), 56.5% (neutral), and 27.2% (negative). The resulting Conger’s Kappa coefficients (inter-coder agreement) of facial expression annotation are $\kappa = 0.459$ for the 18 categories, and $\kappa = 0.533$ for positive/neutral/negative classes. According to the benchmarks in [34], this annotation is judged as moderate.

4.4 Procedure: Labeling of Perceived Empathy

Videos were viewed and labeled using our original software [5], [6]. The right part of Fig. 1 shows an example labeling scene. Two monitors, 26-inch and 16-inch, were used, the larger one was for displaying a movie that showed all participants at quarter-size, while the smaller one was for displaying a timeline of a sequence of perceived empathy labels given by the observer so far. Videos could be played at normal speed or any other speed by turning a jog shuttle. The observer could replay the video as many times as desired. All labeling was done in isolation.

Five of the observers labeled all conversations, while the remaining four processed only $G_3$ conversations. Each observer was asked to finish the labeling of one conversation within one day (7.5 h), and most observers succeeded in doing so. Observers labeled all video sequences without recourse to the audio signals to focus on emotions exchanged by visual nonverbal behaviors. The labeling was region-by-region. That is, the frames at which the observer’s perception changed were extracted, and then the sequence of frames between two labels was assigned the label of the head frame of the sequence. So, the temporal resolution of labeling was the same as the video rate, i.e. 30 fps.

The observers were asked to watch the conversation videos and to assign one of the following bipolar labels, the one closest to their perception, to each pair and at each time in each video sequence: “Strong Empathy” (2), “Weak Empathy” (1), “Neither Empathy nor Antipathy” (0), “Weak Antipathy” (−1), and “Strong Antipathy” (−2). The instruction was to “judge whether a pair of participants in a multi-party conversation is in the same/similar (empathetic) or conflicting (antipathetic) emotional state at that moment.” Moreover, the observers judged empathy after well grasping the spatial arrangement of the interlocutors. This was done by gaze annotation for one session as pre-training with a birds-eye-view and the bust-shot modes, as shown in [5] and Fig. 1, respectively.

Because five-point distributions created by the five or nine labelers are too sparse for analysis on their distribution types, the present study ignores label strength; +2 & +1, 0, and −1 & −2 are called “Empathy”, “Neither”, and “Antipathy”, respectively. This study considers that a pair of participants are interacting only if at least one of them is looking at the other. Other frames, i.e. those of mutually averted gaze, were removed as targets of labeling and analysis. See [6] for more details.

To demonstrate the degree of perception variation, the inter-coder agreement of empathy perception was calculated. Conger’s kappa is $\kappa = 0.291$. It is much smaller than that of facial expression annotation ($\kappa = 0.533$ for three classes), and is judged as poor according to [34]. Furthermore, following [6], the number of samples that have a remarkable single majority, i.e. samples assumed in most previous studies, is counted. Consequently, the frequency is as high as 47.1%. Although these are not the only measures that can be used to show the degree of data variation, they reinforce the importance of treating the perception as distributions, instead of trying to select a single state via majority voting etc.

4.5 Analysis

This analysis aims to investigate whether the perceived empathy of observers is really affected by both the time lag and congruence between action and reaction of a target pair holding a conversation. We determine how likely each perceived empathy is to be labeled for each time lag and interaction congruence.

The frequency of each type of perceived empathy, $e$, for a pair of people is counted only at the start of the reaction. This is because most changes in perceived empathy are produced by this timing, as demonstrated in Sect. 5. The frequency is separately calculated for each time lag, $dt$, and each congruence/incongruence state, $c$, between action and reaction. Time lag $dt$ is grouped into $0 – \tau$ ms (rapid) and $\tau – 1,000$ ms (delayed) in this section, where $\tau$ means an expected perceptual boundary of the time lag of facial expressions. Coordination state $c$ is a binary state describing whether the action and reaction were the same or not. In judging congruence, the 18 categories of facial expression were grouped into three emotional tones; positive, neutral,
and negative. The frequency of perceived empathy is expressed as $N_{dt,e}(e)$. Set $(N_c(e))_{e=1}^3$ means a frequency distribution of perceived empathy $e$ on one of four $(2 \times 2)$ conditions of congruence and time lag. Moreover, actions that were not looked at by the receivers upon emergence, i.e. action start, were dropped, because such actions are not expected to trigger reactions.

The frequency distributions of these four conditions are compared by using a chi-square test. In addition, for qualitative comparison, each of the original frequencies is normalized with regard to $dt$, i.e. $N'_{dt,e}(e) = N_{dt,e}(e)/ \sum dt N_{dt,e}(e)$. This normalization emphasizes the trend of each perceived empathy type by offsetting the imbalance in sample size between the types; empathy labels were about 100 times more frequent than antipathy labels in the data [6]. If the normalized frequency distributions are different both for each $dt$ and $c$, it suggests that both time lag and congruence affect observers’ perceived empathy. Note that the original, i.e. unnormalized, frequencies are used in the chi-square test.

### 4.6 Results

Table 2 shows the unnormalized frequencies of perceived empathy. Here, we first calculated the frequencies separately by using each of the facial expression labels of three coders, and then aggregated them. Figure 2 shows the distributions of normalized frequency$^1$, $N'$, for each condition. Statistically significant differences were found among these conditions ($\chi^2 = 71.2$, $df = 6$, $p < 0.001$). As expected, these results basically support the validity of our hypotheses; observer perception, especially antipathy, strongly depends on both the time lag and congruence between action and reaction.

To determine the threshold of the time lag, or the perceptual boundary between rapid and delayed response, we calculated the $p$-values with every threshold in the range of 100 ms to 1,000 ms at 33 ms intervals, i.e. the video frame rate (30 fps). Consequently, thresholding at 433 ms showed the lowest $p$-value, i.e. the most significant difference between the distributions of perceived empathy. So, we conclude that the perceptual boundary of the time lag of facial expressions is around 400 ms. This boundary well matches the boundary of electromyographic (EMG) response time between spontaneous (0–400 ms) and delayed (500–1,000 ms) facial expressions [12]–[15]. Some researchers have reported that spontaneous facial mimicry is often perceptible or visible as late as the latency of 800 ms, e.g. [35]. But, this early boundary would be possible, because, as pointed out in [36], time of onset of facial mimicry may be under the influence of several factors, including social context and attitude; actually, the response time varies across studies [36]. Further study is required, but face-to-face interaction is expected to make the boundary rapider than 800 ms, because observer would know from his/her own experiences that receiver in conversation can predict the timing of sender’s facial action from the sender’s other behavioral cues, such as prosody and gaze, hence would be ready to react to it.

Figure 2 demonstrates that when facial interactions are congruent and rapid (upper left distribution), makes their perception more likely to be Empathy. So, H1 can be accepted. In contrast, congruent and delayed interactions (upper right distribution) are hard to perceive as Empathy, so it’s reasonable to accept H2. Incongruent and rapid facial expressions (lower left distribution) are the most likely to be recognized as Antipathy, so it is reasonable to accept H3. In incongruent and delayed responses (lower right distribution), Antipathy is infrequent on this condition. Thus, H4 is also acceptable. Table 3 summarizes these results. Antipathy shows clearer characteristics than Empathy and Neither. This suggests that people impose severe timing constraints on negative reactions, i.e. rapid facial incongruence and delayed facial congruence, unlike the other reactions.

### Table 2 Original frequency of perceived empathy.

#### (a) Congruent facial interactions

<table>
<thead>
<tr>
<th>Reaction time</th>
<th>Empathy</th>
<th>Neither</th>
<th>Antipathy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid (0–433 ms)</td>
<td>570</td>
<td>222</td>
<td>18</td>
</tr>
<tr>
<td>Delayed (433–1,000 ms)</td>
<td>921</td>
<td>432</td>
<td>42</td>
</tr>
</tbody>
</table>

#### (b) Incongruent facial interactions

<table>
<thead>
<tr>
<th>Reaction time</th>
<th>Empathy</th>
<th>Neither</th>
<th>Antipathy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid (0–433 ms)</td>
<td>120</td>
<td>115</td>
<td>24</td>
</tr>
<tr>
<td>Delayed (433–1,000 ms)</td>
<td>440</td>
<td>202</td>
<td>27</td>
</tr>
</tbody>
</table>

### Table 3 Summary of resulting dominant tendency in observer perception.

<table>
<thead>
<tr>
<th>Facial congruence between a pair</th>
<th>Reaction time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rapid (0–433 ms)</td>
</tr>
<tr>
<td>Congruent</td>
<td>Empathy</td>
</tr>
<tr>
<td>Incongruent</td>
<td>Antipathy</td>
</tr>
<tr>
<td></td>
<td>Delayed (433–1,000 ms)</td>
</tr>
<tr>
<td>Congruent</td>
<td>Empathy</td>
</tr>
<tr>
<td>Incongruent</td>
<td>Antipathy</td>
</tr>
</tbody>
</table>

$^1$ For easier understanding of the differences in perceived empathy $e$, the normalized frequencies are further normalized with regard to $e$ in Fig. 2. This additional normalization is not essential. The important point is the difference in the frequency of perceived empathy $e$. 
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Although the targets are different, these tendencies are consistent with those obtained in previous works, e.g. [20].

We also analyzed other single- and cross-channel behavioral congruence, such as head gesture to head gesture, and head gesture to facial expression. To assess cross-channel congruence, the categories of each behavior channel were also grouped into positive/neutral/negative. However, no noticeable difference was found, unlike facial congruence. For cross-channel congruence, some difference might be discovered if a more appropriate grouping rule of facial expression and gesture can be found.

4.7 Discussion

This study followed an engineering approach, where an application-oriented problem to be solved by machines, i.e. the automatic inference of perceived empathy between interlocutors in multi-party conversation, determines task design and definition; rather than a common psychological approach, where the definition of the target determines task design. Thus the experimental design is discussed here from several aspects, though the hypotheses of the present study were basically supported by the experiments on the multi-party conversation data.

4.7.1 Cognitive Load on Group Discussion

First, because the present study used group discussion, cognitive load of the interlocutor due to logical thinking will affect the timing of facial actions. So, this effect is discussed here. The point is, like the discussion on real emotion and its perception in Sect. 2, distinguishing how much cognitive load a target interlocutor is really experiencing and how observers perceive it.

As to interlocutors, though not in a conversational context, some researchers reported that the response time of body motion is affected by the degree of cognitive load [37]. This suggests that a similar effect will occur in facial mimicry. In our case, it is implausible to consider that the cognitive load is time-invariant in conversations; it is natural to expect that our data includes a variety of facial interactions made under different cognitive loads. However, the experiment showed the statistically significant differences.

The point of this argument is to focus on the observers rather than the interlocutors. There is a possibility that the observers were consciously or unconsciously estimating the cognitive load of target people while judging their empathy. However, it is expected that the task design preventing observers from accessing the audio makes it difficult to judge the degree of the cognitive load of interlocutors. Some facial expressions of interlocutors, e.g. thinking or puzzled, might indicate high cognitive load. However, such expressions are infrequent in our data (< 4%). The statistical significance suggests that the effect of the cognitive load is not problematic at least for the main purpose of this study, i.e. investigating the relationship between the visual behaviors of interlocutors and the perception of observers. Exploring the relationship between empathy perception and cognitive load is an interesting research topic, but it is out of the focus of this paper.

4.7.2 Differentiation of Empathy from Agreement

Second, one might worry that it is hard to differentiate empathy from agreement in the present task design. They are different in their definitions; empathy in this study is the matching of emotions, while agreement means the matching of opinion. Empathy and agreement in the definitions are not exclusive but compatible. Furthermore, because some nonverbal behaviors, like smiles, indicate both empathy and agreement in conversation [38], their perception would be highly correlated; they are difficult to completely separate. However, the instruction to observers, explained in Sect. 4.4, clearly identified the target as being emotion, although the present study did not give the definition of agreement to the observers.

Judging without recourse to audio is expected to be more appropriate to further alleviate their confusion than that with audio. The reason is as follows: Some studies suggest that prosodic features and backchannel responses are important in judging the agreement of others [38], [39]. In contrast, empathy perception is not expected to require audio information. For example, in targeting rapport, a longer-term interpersonal relationship than empathy but closely related in concept to empathy, [40] reported that the highest accuracy is obtained under the video-only condition than other conditions such as audio-only and video with audio. Accordingly, the recourse to audio would enhance the confusion between empathy and agreement, in the sense that it makes it easier to judge agreement but harder to judge empathy.

4.7.3 Group Size: Dyadic versus Multiparty Conversation

Next, as to the number of interlocutors, the present study focused not on dyadic interactions but on four-party (group) conversations. They can be expected to yield different interlocutor behavior in the following sense. Behaviors of each interlocutor are observable from other multiple interlocutors in multi-party conversations, while the behaviors can be observed only from the single other in dyadic conversations. This suggests that facial expressions are more other-conscious ones, or communicative expressions [41], and their congruence and timing would be different from those in dyadic interaction. Because the observers knew the number of interlocutors, they could compensate this effect while judging empathy. Moreover, four-party conversations include an equilibrium state where the group splits into two conflicting groups; this would be a crucial state for consensus building or the social pressure effect [42].

4.7.4 Display Method

Finally, the present study used the display method of ar-
ranging the bust shots of four persons as a practical way of keeping their facial expressions visible. The display method obscures some visual behaviors such as hand gestures. Accordingly, if researchers want to investigate what visual features observers focus on, a birds-eye-view showing all visual behaviors would be more appropriate. However, [40] suggests that hand gestures and body motions such as preening contribute little to the perception of rapport. Furthermore, such behaviors were not frequent in our data. A possible reason is that most interlocutors kept their hands on their lap, as shown in Fig. 1, except for some cases, e.g. the person in the upper left in the figure. It would be an interesting issue to investigate the effect of display method, including the size, resolution, and position of interlocutors in the display, and the type of device such as traditional monitor or head mount display.

5. Probabilistic Model

Based on the results in Sect. 4, this section proposes a probabilistic model for estimating the distribution of perceived empathy of observers, i.e., voting rates or a ratio of observers who perceive a pair’s state as empathy or antipathy.

5.1 Overview

Perceived empathy labels contain a mixture of various types of ambiguities in decision making; the ambiguities about inter-observer difference in the change timing of perceived empathy label, in the definition of empathy and in its perception scheme, and the ambiguity about participant behaviors. These ambiguities are well handled as probabilities in Bayesian theory, where a variety of analytical techniques for estimating model parameters can be applied. Furthermore, though outside the scope of this paper, it also has extensibility to develop a unified model that also includes lower-level layers of automatically inferred interlocutor behaviors such as facial expression and gaze, and higher-level layers such as interpersonal relationship, e.g. hierarchy, without losing the ambiguities at each layer.

Following [6], we treat perception diversity as a probability density distribution that shows how many observers voted for each perception type, i.e. voting rates. More unfocused voting means that the interaction yields greater ambiguity in terms of perception. We consider diversity and ambiguity are essential attributes; this is because humans cannot determine the other’s actual emotions, and instead have to guess them from behaviors. To achieve better support of conversations and encourage feelings of satisfaction, these ambiguities must be well handled. By way of contrast, most previous studies consider that low inter-coder agreement rates merely indicate unreliable data.

We propose a naïve Bayes model for estimating the conditional probability density distribution of perceived empathy at time \( t \), \( e_i \), given by the time series of behaviors of a target pair of people, \( B \), \( P(e_i|B) \). The conditional probability is assumed to be independent for each pair of participants. The naïve Bayes model assumes the independence of the probabilistic relationship between the objective variable (observer’s perceived empathy here) and each of the explanatory variables (participant behaviors here). Although the naïve Bayes model is simple, its good performance in a variety of areas has been reported [43]. The notable advantages of the naïve Bayes model for the present study are the following two: likelihood functions can be easily added to or deleted from the model, and because joint probabilities among the explanatory variables are not considered, it’s easier to avoid overfitting, which often arises if few training samples exist.

In our naïve Bayes model, the conditional probability distribution \( P(e_i|B) \) is decomposed as:

\[
P(e_i|B) \propto P(e_i) \prod_{b} P(dt^b|e_i, t) P(b_i|e_i), \tag{1}
\]

where \( P(dt^b|e_i, t) \) denotes the \textit{timing model}, a key component of the present model; it describes how likely an interaction is to be labeled \( e \) at time \( t \) given the time lag between action and reaction in behavior channel \( b \) around \( t \). This model is prepared for each state of their congruence \( c \), i.e. whether the categories of their behaviors are the same or not. The pattern of instantaneous behavioral co-occurrence is modeled with the \textit{static model}, \( P(b_i|e_i) \). It describes how likely an interaction is to be labeled with \( e \) at time \( t \) given the categories of behaviors instantaneously co-occurring in channel \( b \). No reaction of one person to the action of his/her partner is represented by this static model. The following sections detail these two terms. \( P(e_i) \) is the marginal probability of \( e \); it describes how likely the target interactions are to be being labeled with perceived empathy \( e \) without considering any explanatory variable.

5.2 Timing Model

The timing model of perceived empathy of behavior channel \( b \) is defined as:

\[
P(dt^b|e_i, t) := P(\tilde{dt}^b|e_i, t)^{\pi_i}. \tag{2}
\]

That is, it combines the likelihood of perceived empathy \( e \) in behavioral congruence/incongruence \( c \) with discretized time lag \( \tilde{dt} \), \( P(\tilde{dt}|e_i, t) \), and its weight with regard to the change timing of observer’s perception at/or around the behavioral congruence, \( \pi_i \). Only facial expression is considered in the timing model in the present study.

5.2.1 Time-Lag Function

Time-lag function \( P(\tilde{dt}^b|e_i, t) \) describes how likely observers are to perceive empathy state \( e \) at time \( t \) given congruence state \( c \) in behavioral channel \( b \) with the time lag of \( dt \). To simplify the mathematics, we use, instead of continuous \( dt \), discrete \( dt \) that is the bin number of a histogram. To avoid overfitting due to the limited sample size, the bin size is set to be 300 ms in this paper. Figure 2 is an example of this function with the bin size of 433 and 567.
For example, changed their perception by this moment in the interaction.

The weight function: in Eq. (1).

ment. So, the timing model makes maximum contribution interaction changes the empathy label no later than this moment.

words, the time lag function works in a stochastic form. In other videos. The weight function determines a timing at which of perceived empathy at any timing by freely playing the here that the observers were allowed to change the label perception label at this moment. In this case, the timing model makes maximum contribution in Eq. (1).

We use the following ramp function to model the weight function:

\[
\pi_t = \begin{cases} 
0 & (t' < -\alpha/(1 - \alpha) \mid dt > L \mid t - t_a > W) \\
\alpha + (1 - \alpha) \cdot t' & (-\alpha/(1 - \alpha) \leq t' \leq 1) \\
1 & \text{(otherwise)}
\end{cases}
\]  (3)

Variable \( t' \) is the relative time defined as \( t' = dt_a/dt \), where \( dt_a \) is the time lag between the perception change and the beginning of the action of one person, as shown in Fig. 3. That is, \( t' = 0 \) and \( t' = 1 \) mean the beginning time of action and reaction, respectively. Variable \( L \) is a threshold for the time lag between action and reaction. In this paper, \( L \) is set to be 2 s with reference to Jonsdottir et al.’s finding [44] that delay between lexically key phrases and the facial expression of the listener lies approximately in the range of 500–2,500 ms. Condition \( t - t_a > W \) means that the current time \( t \) is far from the emergence time of the latest action \( t_a(< t) \). This models the tendency that once a perception is created, the perception continues for some duration but it is eventually lost in the absence of any new interaction behavior. Threshold \( W \) is empirically set to be 4 s. Red and blue bars in Fig. 4 show resulting effective ranges of the timing model, where \( \pi > 0 \).

The upper part of Fig. 5 shows actual frequencies of the change in perceived empathy around the action and reaction in our dataset. The labels were changed most frequently at the beginning of action (\( t' = 0 \)), and not so much at the beginning of reaction (\( t' = 1 \)). The lower part of Fig. 5 shows accumulated frequency (probability) in the range between the beginning of action and reaction. It shows the probability that if perceived empathy is changed in this range, the change is produced by relative time \( t' \). These points well fit the purple line, plotted by the ramp function \( p = \alpha + (1 - \alpha) \cdot t' \), where \( \alpha = 0.2 \).

5.3 Static Model

The static model \( P(b_e | e) \) describes when a certain combination of behaviors in channel \( b \) occurs between a pair of people at time \( t \), how likely the observers are to perceive empathy state \( e \). As behavior channels \( b \), this paper considers facial expression, gaze, gesture, and utterance, while previous works [6], [10] only target facial expression and gaze. This study assumes that they are independent each other given by

\[
\text{Effective range of timing model}
\]
perceived empathy state $e^t$. Head gesture is often produced to show attitude towards other’s opinion, and utterance is a measure of conversational role, i.e. speaker or listener. Note that most utterance states can be judged only from images.

The relationship between perceived empathy and these behaviors are modeled with co-occurrence matrices; $P(b_{ij}, b_{ji} | e_t)$, where $b_{ij} = k$ denotes that person $i$ is showing behavior category $k$ in channel $b$ at time $t$. The number of possible states of the co-occurrence of each behavior channel except for gaze is $N_b \times N_b$, where $N_b$ is the number of behavioral categories in channel $b$; $N_b$ is six, six$^{10}$, and two for facial expression, head gesture, and utterance, respectively. The number of facial expression categories is described in Sect. 4. The number of co-occurrence states of gaze is three; mutual gaze, one-way gaze, and averted gaze [6].

5.4 Estimation Experiment Setup

By following [6], we quantitatively evaluated the proposed model based on the similarity of the conditional distributions $P(e_t | B)$ to the distributions made by external observers, i.e. voting rates, for each time $t$. The participant behaviors $B$, i.e. the observation in this study, are the labels that are annotated by three (for facial expression) or one (for other behavior channels) observer(s), as described in Sect. 4. In this experiment, the number of facial expression categories is set to six, because many of the original 18 categories are infrequent in the data, as described in Sect. 4.3. Five of the six categories are the five most frequently used categories, i.e. neutral, smile, thinking, wry smile, and laughter. The sixth category ("others" category) covers all remaining categories. This grouping is expected to be a practical way to enhance system robustness against the ambiguity of hand labeling of infrequent facial expressions.

Inference performances explained below are the average of the three performances, each of which is calculated by using the facial expression labels annotated by one of the three coders. This paper employs the leave-one-conversation-group-out cross validation approach. This evaluates how well perceived empathy distributions created by a specific observer group for an unseen conversation can be replicated by the model; each probability distribution in the right hand of Eq. (1) is trained by using all data except for the target conversation group. These probability distributions are trained based on how often each target state is observed in the training samples.

As the similarity measure between two probability distributions $p$ and $q$ ($C$-dimensional vectors), this paper utilizes overlap area (OA), because it is a widely used form of similarity [45]. In our case, $C$ is the number of categories of perceived empathy, i.e. $C = 3$. The OA is calculated as $\text{OA}(p, q) = \sum_{i=1}^{C} \min(p_i, q_i)$, where $p_i$ and $q_i$ denote the $i$-th component of $p$ and $q$, respectively. OA becomes one (zero) at maximum, i.e. perfect inference, (minimum, i.e. worst inference). The present study calculates frame average OAs and distribution type average OAs. By following [6], seven distribution types are defined; X-dominant, X-inferior, and flat distribution types, where $X$ means one of Empathy, Nei- and Antipathy. Table 4 shows average OAs in the effective ranges of the timing model, i.e. the regions that satisfy $0 < \pi_t \leq 1$ in Eq. (3). The total number of samples in the ranges is 36,771. The average performance of these distribution types compensates the unbalance of the number of samples among the distrib-

<table>
<thead>
<tr>
<th>Model</th>
<th>Frame avg.</th>
<th>Type 1 avg. (Emp-dom)</th>
<th>Type 2 avg. (Nei-dom)</th>
<th>Type 3 avg. (Ant-dom)</th>
<th>Type 4 avg. (Emp-inf)</th>
<th>Type 5 avg. (Nei-inf)</th>
<th>Type 6 avg. (Ant-inf)</th>
<th>Type 7 avg. (Flat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed NB (F+G+H+U+Ft)</td>
<td>0.759</td>
<td>0.767</td>
<td>0.737</td>
<td>0.484</td>
<td>0.576</td>
<td>0.601</td>
<td>0.792</td>
<td>0.680</td>
</tr>
<tr>
<td>The proposed NB (F+G+H+U)</td>
<td>0.764</td>
<td>0.768</td>
<td>0.747</td>
<td>0.401</td>
<td>0.586</td>
<td>0.607</td>
<td>0.798</td>
<td>0.684</td>
</tr>
<tr>
<td>The proposed NB (F+G+H)</td>
<td>0.766</td>
<td>0.758</td>
<td>0.730</td>
<td>0.376</td>
<td>0.574</td>
<td>0.603</td>
<td>0.819</td>
<td>0.702</td>
</tr>
<tr>
<td>Baseline (F+G) [6]</td>
<td>0.743</td>
<td>0.727</td>
<td>0.713</td>
<td>0.214</td>
<td>0.526</td>
<td>0.605</td>
<td>0.800</td>
<td>0.690</td>
</tr>
</tbody>
</table>

Table 5: Estimation accuracy (OA) for all frames.

<table>
<thead>
<tr>
<th>Model</th>
<th>Frame avg.</th>
<th>Type 1 avg. (Emp-dom)</th>
<th>Type 2 avg. (Nei-dom)</th>
<th>Type 3 avg. (Ant-dom)</th>
<th>Type 4 avg. (Emp-inf)</th>
<th>Type 5 avg. (Nei-inf)</th>
<th>Type 6 avg. (Ant-inf)</th>
<th>Type 7 avg. (Flat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed NB (F+G+H+U+Ft)</td>
<td>0.773</td>
<td>0.752</td>
<td>0.765</td>
<td>0.245</td>
<td>0.590</td>
<td>0.601</td>
<td>0.816</td>
<td>0.706</td>
</tr>
<tr>
<td>The proposed NB (F+G+H+U)</td>
<td>0.773</td>
<td>0.752</td>
<td>0.766</td>
<td>0.239</td>
<td>0.591</td>
<td>0.603</td>
<td>0.817</td>
<td>0.707</td>
</tr>
<tr>
<td>The proposed NB (F+G+H)</td>
<td>0.772</td>
<td>0.740</td>
<td>0.752</td>
<td>0.236</td>
<td>0.593</td>
<td>0.603</td>
<td>0.834</td>
<td>0.728</td>
</tr>
<tr>
<td>Baseline (F+G) [6]</td>
<td>0.746</td>
<td>0.692</td>
<td>0.735</td>
<td>0.211</td>
<td>0.541</td>
<td>0.614</td>
<td>0.814</td>
<td>0.714</td>
</tr>
</tbody>
</table>


The present study analyzed empathy and antipathy aroused by people while interacting in face-to-face conversations. By focusing on the process by which they are perceived by external observers, this paper investigated the perception tendency, and from it developed a computational model for the automatic inference of perceived empathy/antipathy. This study first demonstrated that the observer’s perception of an interacting pair is affected both by the time lag between their action and reaction in facial expression and by whether their expressions are congruent or not. Based on the findings, this paper proposed a probabilistic model that relates the perceived emotion of observers to the action and reaction of conversation participants. An experiment conducted on the data of ten conversations held by 16 women and perceived empathy of nine external observers demonstrated that such a timing cue is helpful in improving the inference performance, especially for antipathy.
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