
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 1

Modeling Noisy Annotated Data
with Application to Social Annotation

Tomoharu Iwata, Takeshi Yamada, and Naonori Ueda

Abstract—We propose a probabilistic topic model for analyzing and extracting content-related annotations from noisy annotated
discrete data such as web pages stored using social bookmarking services. With these services, since users can attach annotations
freely, some annotations do not describe the semantics of the content, thus they are noisy, i.e. not content-related. The extraction
of content-related annotations can be used as a prepossessing step in machine learning tasks such as text classification and image
recognition, or can improve information retrieval performance. The proposed model is a generative model for content and annotations,
in which the annotations are assumed to originate either from topics that generated the content or from a general distribution unrelated
to the content. We demonstrate the effectiveness of the proposed method by using synthetic data and real social annotation data for
text and images.

Index Terms—Topic Models, Gibbs sampling, Text Modeling, Social Annotation, Noisy Data
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1 INTRODUCTION

R ECENTLY there has been great interest in social anno-
tation, also called collaborative tagging or folkson-

omy, created by users freely annotating objects such as
web pages [1], photographs [2], blog posts [3], videos [4],
music [5], and scientific papers [6]. Delicious, which
is a social bookmarking service, and Flickr, which is
an online photo sharing service, are two representative
social annotation services, and they have succeeded in
collecting huge numbers of annotations. Since users can
attach annotations freely in social annotation services,
the annotations include those that do not describe the
semantics of the content, and are, therefore, not content-
related [7]. For example, annotations such as ’nikon’
or ’canon’ in a social photo service often represent the
name of the manufacturer of the camera with which
the photographs were taken, or annotations such as
’2008’ or ’november’ indicate when they were taken.
Other examples of content-unrelated annotations include
those designed to remind the annotator such as ’toread’,
those identifying qualities such as ’great’, and those
identifying ownership.

Content-unrelated annotations can often constitute
noise if used for training samples in machine learning
tasks, such as automatic text classification and image
recognition. Although the performance of a classifier
can generally be improved by increasing the number of
training samples, noisy samples have a detrimental effect
on the classifier. We can improve classifier performance
if we can employ huge amounts of social annotation data
from which content-unrelated annotations have been fil-
tered out. Content-unrelated annotations may also con-
stitute noise in information retrieval. For example, a user
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may wish to retrieve a photograph of a Nikon camera
rather than a photograph taken by a Nikon camera.

In this paper, we propose a probabilistic topic model
for analyzing and extracting content-related annotations
from noisy annotated data, which we call the noisy
annotation topic model (NATM). A number of methods
for automatic annotation have been proposed [8], [9],
[10], [11], [12]. However, they implicitly assume that all
annotations are related to content, and to the best of
our knowledge, no attempt has been made to extract
content-related annotations automatically. The extraction
of content-related annotations can improve the perfor-
mance of machine learning and information retrieval
tasks. The NATM can also be used for the automatic
generation of content-related annotations.

The NATM is a generative model for content and
annotation. It first generates content, and then generates
the annotations. We assume that each annotation is asso-
ciated with a latent variable that indicates whether or not
it is related to the content, and the annotation originates
either from the topics that generated the content or from
a content-unrelated general distribution depending on
the latent variable. The inference can be achieved based
on collapsed Gibbs sampling.

Intuitively speaking, our approach considers an an-
notation to be content-related when it is almost always
attached to objects in a specific topic. On the other
hand, an annotation that is attached to objects in var-
ious topics is considered to be content-unrelated. Even
if annotations are nominally the same, some may be
related to the content, and others may not. For example,
the annotation ’nikon’ attached to a photograph about
a camera made by Nikon is related to the content, on
the other hand one attached to a photograph taken with
a Nikon camera is not. To deal with this situation, the
NATM models the relevance of each annotation to the
content by considering both the annotation text and the
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relationship between the content and annotation.
The NATM is based on topic models. A topic model is

a hierarchical probabilistic model, in which a document
is modeled as a mixture of topics, and where a topic
is modeled as a probability distribution over words.
Topic models are successfully used for a wide variety
of applications including information retrieval [13], [14],
collaborative filtering [15], [16], and visualization [17] as
well as for modeling annotated data [9]. The NATM is an
extension of correspondence latent Dirichlet allocation
(Corr-LDA) [9], which is a generative topic model for
content and annotation. Since the Corr-LDA assumes
that all annotations are related to the content, it cannot
be used for separating content-related annotations from
content-unrelated annotations.

The extraction of content-related annotations can be
considered a binary classification problem. However,
as regards real social annotation data, the annotations
are not explicitly labeled as content related/unrelated.
Therefore, we cannot use supervised binary classifiers
such as the support vector machine (SVM) [18]. The
NATM is an unsupervised model, which can extract
content-related annotations without content relevance
labels.

In the rest of this paper, we assume that the given
data are annotated document data, in which the content
of each document is represented by words appearing
in the document, and each document has both content-
related and content-unrelated annotations. The NATM
is applicable to a wide range of discrete data with noisy
annotations. These include annotated image data, where
each image is represented with visual words [19], and
annotated movie data, where each movie is represented
by user ratings.

The remainder of this paper is organized as follows.
In Section 2, we briefly review related work. In Sec-
tion 3, we formulate the proposed noisy annotation
topic model, and describe its inference procedures. We
also present procedures in a partially explicit relevance
setting and procedures for using the proposed model
for the preprocessing when training different types of
classifiers. In Sections 4 and 5, we demonstrate the
effectiveness of the proposed model by using synthetic
data and real social annotation data, respectively. Finally,
we provide concluding remarks and a discussion of
future work in Section 6.

2 RELATED WORK
Recently a number of models have been proposed for
automatic annotation especially for images [8], [9], [10],
[11], [12]. However, since they do not model the rele-
vance between content and annotation, they cannot be
used for extracting content-related annotations. These
automatic annotation methods are based on supervised
classifiers, in which all annotations of training samples
are considered even if they are unrelated to the content.
This means they cannot be employed for the automatic
generation of content-related annotations.

Topic models for social annotation have been pro-
posed [20], [21], which model the relationships between
objects, annotations, and users. In contrast to these mod-
els, the NATM does not require user information. There
are some social annotation data in which user informa-
tion is unavailable. Therefore, the proposed model is
applicable to wider range of data sets than the methods
that require user information. In [20], entropy is used as
an indicator of the ambiguity of the annotation, where
the entropy represents how uniformly the annotation
is attached over topics. Since ambiguous annotations
imply that they are attached to documents covering
a wide range of topics independent of content, this
entropy-based method may also be used for extracting
content-related annotations. However, the NATM has
three advantages over the entropy-based methods. First,
even if annotations have the same name, the NATM
is able to consider some of them to be related to the
content and others not by taking account of the relevance
of each annotation to the content. Second, the entropy-
based method requires some ad-hoc entropy thresholds
for classifying whether or not each annotation is content-
related. On the other hand, the NATM does not require
any thresholds because the classification is explicitly
achieved by inferring a latent variable that represents the
relevance of each annotation to the content. Third, the
NATM simultaneously models content and annotations
with their relevance in one probabilistic framework. On
the other hand, since the entropy-based method finds
content-unrelated annotations via post-processing after
the inference, errors accumulated in the inference cannot
be corrected in the extraction process.

Topic models with a background distribution [22], [23]
assume that words are generated either from a topic-
specific distribution or from a corpus-wide background
distribution. Although they are generative models for
documents without annotations, the NATM is related to
it in the sense that data may generated from a topic-
unrelated distribution depending on a latent variable.
There are other topic models that generate a word de-
pending on a latent binary variable. For example, citation
influence models [24] are also related to the proposed
model because they assume that a word is generated
according to topic proportions of the document or those
of a cited document depending on the latent binary
variable. In short, the citation influence models are topic
models for generating words in a content using the
citation information, whereas the proposed model is a
topic model for generating both words in a content and
annotations from the same topics. Therefore, the aim is
different from ours. [25] recently introduced a probabilis-
tic model designed to understand scene images, objects
and associated noisy annotations. Their model uses a
switch variable that decides whether a annotation is vi-
sually relevant or not. The switch variable depends on an
object in the content, and visually irrelevant annotations
are generated from the scene dependent distribution.
Therefore, the visually irrelevant annotations do not
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TABLE 1
Notation

Symbol Description
D number of documents
W number of unique words
T number of unique annotations
K number of topics
Nd number of words in the dth document
Md number of annotations in the dth document
wdn nth word in the dth document, wdn ∈ {1, · · · , W}
zdn topic of the nth word in the dth document,

zdn ∈ {1, · · · , K}
tdm mth annotation in the dth document, tdm ∈ {1, · · · , T}
cdm topic of the mth annotation in the dth document,

cdm ∈ {1, · · · , K}
rdm relevance to the content of the mth annotation of the

dth document, rdm = 1 if relevant, rdm = 0 otherwise

have obvious visual correspondences, but they relate to
the content. Since they focus on image analysis, their
model is not appropriate for text such as social bookmark
data.

The NATM is related to the partial label learning
problem [26], in which each training sample is labeled
with a set of possible labels, one of which is correct,
when we consider a content-related annotation to be the
correct label. However, the partial label learning assumes
that there is only one correct label per sample. Since there
may be multiple content-related annotations, methods
for the partial label learning cannot be used for our
purpose.

3 PROPOSED METHOD

3.1 Noisy Annotation Topic Model

Suppose that, we have a set of D documents, and each
document consists of a pair of words and annotations
(wd, td), where wd = {wdn}Nd

n=1 is the set of words
in the dth document that represents the content, and
td = {tdm}Md

m=1 is the set of assigned annotations, or tags.
The vocabulary of words and that of annotations can be
different. For example, words and annotations can be
discrete visual features and tags, respectively, and they
can be written in different languages. Our notation is
summarized in Table 1.

The proposed noisy annotation topic model (NATM)
first generates the content, and then generates the an-
notations. The generative process for the content is
the same as that of basic topic models, such as latent
Dirichlet allocation (LDA) [13]. Each document has topic
proportions θd that are sampled from a Dirichlet distri-
bution. For each of the Nd words in the document, a
topic zdn is chosen from the topic proportions, and then
word wdn is generated from a topic-specific multinomial
distribution φzdn

. In the generative process for annota-
tions, each annotation is assessed as to whether or not it
is related to the content. In particular, each annotation is
associated with a latent variable rdm with a value rdm =
0 if annotation tdm is unrelated to the content; rdm = 1
otherwise. If the annotation is not related to the content,

rdm = 0, annotation tdm is sampled from a general topic-
unrelated multinomial distribution ψ0. If the annotation
is related to the content, rdm = 1, annotation tdm is
sampled from a topic-specific multinomial distribution
ψcdm

, where cdm is the topic for the annotation. Topic
cdm is sampled given topics zd = {zdn}Nd

n=1 that have
previously generated content. This means that topic cdm

is generated from a multinomial distribution, in which
P (cdm = k) = Nkd

Nd
, where Nkd is the number of words

assigned to topic k in the dth document.
In summary, the NATM assumes the following gen-

erative process for a set of annotated documents
{(wd, td)}Dd=1,

1) Draw relevance probability
λ ∼ Beta(η)

2) Draw content-unrelated annotation probability
ψ0 ∼ Dirichlet(γ)

3) For each topic k = 1, · · · ,K:
a) Draw word probability
φk ∼ Dirichlet(β)

b) Draw annotation probability
ψk ∼ Dirichlet(γ)

4) For each document d = 1, · · · , D:
a) Draw topic proportions
θd ∼ Dirichlet(α)

b) For each word n = 1, · · · , Nd:
i) Draw topic for word
zdn ∼ Multinomial(θd)

ii) Draw word
wdn ∼ Multinomial(φzdn

)
c) For each annotation m = 1, · · · ,Md:

i) Draw topic for annotation
cdm ∼ Multinomial({Nkd

Nd
}Kk=1)

ii) Draw relevance
rdm ∼ Bernoulli(λ)

iii) Draw annotation

tdm ∼

{
Multinomial(ψ0) if rdm = 0
Multinomial(ψcdm

) otherwise
where α, β and γ are Dirichlet distribution parameters,
and η is a beta distribution parameter. Figure 1 shows
a graphical model representation of the NATM, where
shaded and unshaded nodes indicate observed and la-
tent variables, respectively.

Each latent relevance variable rdm is drawn from a
Bernoulli distribution with parameter λ, where λ repre-
sents the probability that an annotation is related to the
content. We assume that λ is generated according to a
beta distribution because it is conjugate to a Bernoulli
distribution, and the inference can be efficiently per-
formed based on collapsed Gibbs sampling by integrat-
ing out the parameter λ. We use conjugate Dirichlet
priors for the multinomial parameters in the proposed
model as used in the LDA.

Topics for annotations are drawn proportional to the
number of topics assigned in the content. Therefore,
annotations tend to be assigned the same topics with the
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Fig. 1. Graphical model representation of the proposed
noisy annotation topic model (NATM) with content rele-
vance.

content, and a topic for content and the corresponding
topic for annotation have similar meaning.

Intuitively speaking, the proposed model assumes that
content-related annotations have the same topics with
the ones assigned to the words in the content. Therefore,
a content-related annotation is assigned a topic c that
is generated from topics in the content. The proposed
model assumes that content-unrelated annotations are
independent from the topics in the content, and they
are generated by a general topic-unrelated multinomial
distribution.

As with the Corr-LDA, the NATM first generates the
content and then generates the annotations by mod-
eling the conditional distribution of latent topics for
annotation given the topics in the content. Therefore, it
achieves a comprehensive fit of the joint distribution of
content and annotations and finds superior conditional
distributions of annotations given content [9].

The joint distribution on words, annotations, topics for
words, topics for annotations and relevance is described
as follows:

P (W ,T ,Z,C,R|α, β, γ, η)
= P (Z|α)P (W |Z, β)P (T |C,R, γ)P (R|η)P (C|Z),

(1)

where W = {wd}Dd=1, T = {td}Dd=1, Z = {zd}Dd=1,
C = {cd}Dd=1, cd = {cdm}Md

m=1, R = {rd}Dd=1, and
rd = {rdm}Md

m=1. We can integrate out multinomial dis-
tribution parameters, {θd}Dd=1, {φk}Kk=1 and {ψk′}Kk′=0,
because we use Dirichlet distributions for their priors,
which are conjugate to multinomial distributions. The
first term on the right hand side of (1) is calculated by
P (Z|α) =

∏D
d=1

∫
P (zd|θd)P (θd|α)dθd, and we have the

following equation by integrating out {θd}Dd=1,

P (Z|α) =
(

Γ(αK)
Γ(α)K

)D∏
d

∏
k Γ(Nkd + α)

Γ(Nd + αK)
, (2)

where Γ(·) is the gamma function. Similarly, the second
term is given as follows,

P (W |Z, β) =
(

Γ(βW )
Γ(β)W

)K ∏
k

∏
w Γ(Nkw + β)
Γ(Nk + βW )

, (3)

where Nkw is the number of times word w has been
assigned to topic k, and Nk =

∑
w Nkw. The third term

is given as follows,

P (T |C,R, γ) =
(

Γ(γT )
Γ(γ)T

)K+1∏
k′

∏
t Γ(Mk′t + γ)

Γ(Mk′ + γT )
, (4)

where k′ ∈ {0, · · · ,K}, and k′ = 0 indicates irrelevance
to the content. Mk′t is the number of times annotation
t has been identified as content-unrelated if k′ = 0, or
as content-related topic k′ if k′ 6= 0, and Mk′ =

∑
tMk′t.

The Bernoulli parameter λ can also be integrated out
because we use a beta distribution for the prior, which
is the conjugate prior of a Bernoulli distribution. The
fourth term is given as follows,

P (R|η) =
Γ(2η)
Γ(η)2

Γ(M0 + η)Γ(M −M0 + η)
Γ(M + 2η)

, (5)

where M is the number of annotations, and M0 is the
number of content-unrelated annotations. The fifth term
is given as follows,

P (C|Z) =
∏
d

∏
k

(
Nkd

Nd

)M ′
kd

, (6)

where M ′
kd is the number of annotations that are as-

signed to topic k in the dth document.

3.2 Inference
The inference of the latent topics Z given content W
and annotations T can be efficiently computed using
collapsed Gibbs sampling [27]. Given the current state of
all but one variable, zj , where j = (d, n), the assignment
of a latent topic to the nth word in the dth document is
sampled from,

P (zj = k|W ,T ,Z\j ,C,R)

∝
Nkd\j + α

Nd\j + αK

Nkwj\j + β

Nk\j + βW

(
Nkd\j + 1
Nkd\j

)M ′
kd

, (7)

where \j represents the count when excluding the nth
word in the dth document. Given the current state of all
but one variable, ri, where i = (d,m), the assignment of
either relevance or irrelevance to the mth annotation in
the dth document is estimated as follows,

P (ri = 0|W ,T ,Z,C,R\i) ∝
M0\i + η

M\i + 2η
M0ti\i + γ

M0\i + γT
,

P (ri = 1|W ,T ,Z,C,R\i) ∝
M\i −M0\i + η

M\i + 2η
Mciti\i + γ

Mci\i + γT
.

(8)
The assignment of a topic to a content-unrelated anno-
tation is estimated as follows,

P (ci = k|ri = 0,W ,T ,Z,C\i,R\i) ∝
Nkd

Nd
, (9)

and the assignment of a topic to a content-related anno-
tation is estimated as follows,

P (ci = k|ri = 1,W ,T ,Z,C\i,R\i) ∝
Mkti\i + γ

Mk\i + γT

Nkd

Nd
.

(10)
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One iteration of the Gibbs sampler corresponds to sam-
ple topics for each word and for each annotation, and the
relevance of each annotation in the given documents.

The parameters α, β, γ, and η are estimated by maxi-
mizing the joint distribution (1). The following updating
rules for maximizing the joint distribution are derived
by using the bounds as described in [28],

α(new) ← α

∑
d

∑
z Ψ(nzd + α)−DKΨ(α)

K (
∑

d Ψ(Nd + αK)−DΨ(αK))
, (11)

β(new) ← β

∑
z

∑
w Ψ(nzw + β)−KWΨ(β)

W (
∑

z Ψ(nz + βW )−KΨ(βW ))
, (12)

γ(new) ← γ

∑
t

∑
z′ Ψ(mz′t + γ)− (K + 1)TΨ(γ)

T (
∑

z′ Ψ(mz′ + γT )− (K + 1)Ψ(γT ))
, (13)

η(new) ← η
Ψ(m0 + η) + Ψ(m−m0 + η)− 2Ψ(η)

2 (Ψ(m+ 2η)−Ψ(2η))
, (14)

where Ψ(·) is a digamma function defined by Ψ(x) =
∂ log Γ(x)

∂x . These update rules can find a local optimum
solution for the parameters.

By iterating Gibbs sampling with (7), (8), and (9) or
(10), and maximum likelihood estimation with (11), (12),
(13), and (14), we can infer latent topics for words and
annotations as well as the relevance to their content
while optimizing the parameters.

Let {r(s)dm}Ss=1 be S sampled values of the relevance
variable rdm after the burn-in period. The relevance
probability of the mth annotation in the dth document
can be estimated by,

r̂dm =
1
S

S∑
s=1

r
(s)
dm. (15)

The inferred model can also predict content-related an-
notations given content without annotations. In particu-
lar, the probability of content-related annotation t in the
dth document can be calculated as follows,

P (t|d,D) =
∑

k

θ̂dkψ̂kt, (16)

where θ̂dk = Nkd

Nd
is the point estimate of the topic pro-

portions for annotations, and ψ̂kt = Mkt+γ
Mk+γT is the point

estimate of the annotation multinomial distribution.

3.3 Partially explicit relevance setting
In the above discussion, we assumed that none of the an-
notations were labeled as content related/unrelated, or
relevance information was implicit. However in practice,
the content relevance labels for some annotations might
be available. For example, some social annotations can
be manually labeled by experts. Therefore, we consider
a partially explicit relevance setting, in which we have
annotations labeled with related or unrelated as well
as unlabeled annotations. The NATM can deal directly
with labeled annotations. In an implicit relevance setting,
relevance variables r are assumed to be hidden for all

annotations as in Figure 1. In a partially explicit setting,
relevance variables r are assumed to be observed and
fixed for explicit relevance annotations, and hidden for
implicit relevance annotations. Thus, Gibbs sampling of
r for each explicit relevance annotation is unnecessary.
The other inference procedures in a partially explicit
setting are the same as those in an implicit setting. In
particular, the inference can be performed by iterating
Gibbs sampling with (7) for each word, (8) for each
unlabeled annotation, (9) or (10) for each explicit and
implicit annotation, and maximum likelihood estimation
with (11), (12), (13), and (14). By using the explicit
relevance information, the NATM can be inferred more
precisely.

3.4 Combination with different classifiers

The NATM can be used for the prepossessing of classifier
training. By filtering out content-unrelated annotations,
we can improve classifier performance. The NATM can
predict annotations given content without annotations
by (16). However, different classifiers might achieve bet-
ter classification performance than the topic model based
method in some applications. For example, discrimina-
tive classifiers such as maximum entropy models [29]
and support vector machines [30] usually perform better
when training data are abundant than generative clas-
sifiers such as naive Bayes models and topic models,
and this has been experimentally confirmed in a text
classification problem [31]. Thus, we present procedures
that combine the advantage of the NATM in filtering out
content-unrelated annotations and the advantage of dif-
ferent classifiers as regards high classification accuracy.

In general, a classifier is trained by minimizing the fol-
lowing empirical error function over the given samples,

E =
D∑

d=1

Md∑
m=1

J(xd, tdm), (17)

where xd is the feature vector of the dth document’s
content, each sample is represented by a pair consisting
of the feature vector and annotation (x, t), and the error
function J(x, t) represents the error of the classifier given
the sample. Typical error functions include negative log
likelihood J(x, t) = − logP (t|x), and 0-1 loss function,
J(x, t) = 0 if f(x) = t and J(x, t) = 1 otherwise. If there
are no content-unrelated annotations, the minimization
of E will lead to the minimization of the expected error
when we have sufficient numbers of samples. However,
noisy samples, i.e., content-unrelated annotations, have
a detrimental effect on training classifiers. Therefore, we
propose the following weighted error function,

Er =
D∑

d=1

Md∑
m=1

r̂dmJ(xd, tdm), (18)

where each sample is weighted by the relevance to
the content r̂dm that is calculated by (15). When using
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the weights, content-unrelated annotations are less ef-
fective for training than content-related ones. Therefore,
a detrimental effect of content-unrelated annotations
can be eliminated. The classifier that is used should
be capable of dealing with weighted samples. This is
not a severe limitation of our approach because many
common classifiers are able to learn with a weighted
error. For example, to learn a classifier based on an
exponential family, such as one with multinomial or
Gaussian class-conditional distributions, we have only
to calculate weighted sufficient statistics. The SVM with
weights for each sample, which is called the fuzzy
SVM [32] or weighted SVM [33], has also been proposed.
With feature selection methods, features that are useful
for improving classifier performance are extracted. This
approach selects samples that are useful for training
classifiers instead of selecting useful features.

We describe the procedure for training maximum en-
tropy models with the proposed weighted framework
using the NATM as an example. The maximum entropy
model, which is also called the logistic regression or log-
linear model, is a discriminative model, and it estimates
a probability distribution that maximizes entropy un-
der the constraints in the given samples. This model
has been used in various research fields such as text
classification [29] and collaborative filtering [34]. The
maximum-entropy distribution of annotation t given
feature vector x is represented as follows:

P (t|x) =
exp(µ>

t x)∑T
t′=1 exp(µ>

t′x)
, (19)

where µt is an unknown parameter vector for annotation
t, and where µ>

t represents the transpose of µt. When
we use a negative log likelihood for the error function
and a Gaussian prior for µt with mean 0 and covariance
ν−1I [35], the weighted error function becomes:

EME
r = −

D∑
d=1

Md∑
m=1

r̂dm

(
µ>

tdm
xd − log

T∑
t′=1

exp(µ>
t′xd)

)

+
ν

2

T∑
t=1

‖ µt ‖2 . (20)

We can estimate the unknown parameters {µt}t∈T by
minimization via the quasi-Newton method [36]. The
global optimality of the estimate is guaranteed due to
the concavity of the weighted error function.

4 EXPERIMENTS WITH SYNTHETIC CONTENT-
UNRELATED ANNOTATIONS

4.1 Data
We evaluated the NATM quantitatively by using la-
beled text data from the 20 Newsgroups corpus [37]
1 and adding synthetic content-unrelated annotations.
The corpus contains about 20,000 articles categorized

1. Available at the UCI Machine Learning Repository
http://archive.ics.uci.edu/ml/

into 20 discussion groups. We considered these 20 cate-
gories as content-related annotations, and we also ran-
domly attached dummy categories to training samples
as content-unrelated annotations. We created four types
of training data, 20News-DP, 20News-DU, 20News-SP,
and 20News-SU. In 20News-DP and 20News-DU, the
dummy content-unrelated annotations were different
from the content-related annotations. On the other hand,
in 20News-SP and 20News-SU, the dummy content-
unrelated annotations were chosen from the content-
related annotations. In some real social annotation data,
nominally same annotations can be both content-related
and unrelated. To evaluate the NATM in this situation,
we constructed 20News-SP and 20News-SU. 20News-DP
and 20News-SP were used for evaluating the NATM
when analyzing data with different probabilities of
adding content-unrelated annotations, and 20News-DU
and 20News-SU were used with different numbers of
unique content-unrelated annotations. Specifically, in
the 20News-DP data, the number of unique content-
unrelated annotations was set at 20, and the probability
of adding content-unrelated annotations per document
was set at {0.05, · · · , 1.0}. In the 20News-DU data, the
number of unique content-unrelated annotations was set
at {1, · · · , 20}, and the probability of adding content-
unrelated annotations per document was set at 1.0. In
the 20News-SP data, the number of unique content-
unrelated annotations was set at 10 and they were
selected from the content-related annotations of 20 cat-
egories, and the probability of adding content-unrelated
annotations per document was set at {0.05, · · · , 1.0}. In
the 20News-SU data, the number of unique content-
unrelated annotations was set at {1, · · · , 20}, and the
probability of adding content-unrelated annotations per
document was set at 1.0. We omitted stop-words and
words that occurred only once. The vocabulary size was
52,647. We sampled 100 documents from each of the 20
categories, for a total of 2,000 documents. We used 10
% of the samples as test data. The synthetic content-
unrelated annotation data are summarized in Table 2.

4.2 Perplexity

We evaluated the predictive performance of each method
using the following perplexity of held-out content-
related annotations given the content,

Perplexity = exp

(
−
∑

d

∑Mtest
d

m=1 logP (ttestdm |d,D)∑
dM

test
d

)
, (21)

where M test
d is the number of held-out annotations in the

dth document, ttestdm is the mth held-out annotation in the
dth document, and D represents the training samples.
A lower perplexity represents higher predictive perfor-
mance. In the NATM, we calculated the probability of
content-related annotation t in the dth document given
the training samples using (16). Note that no content-
unrelated annotations were attached to the test samples.
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TABLE 2
Summary of the synthetic content-unrelated annotation data.

20News-DP 20News-DU 20News-SP 20News-SU
unrelated annotations are different from related annotations yes yes no no

number of unique content-unrelated annotations 20 1,· · · ,20 10 1,· · · ,20
probability of adding content-unrelated annotations 0.05, · · · , 1 1 0.05, · · · , 1 1

We compared the proposed NATM with the corre-
spondence latent Dirichlet allocation (Corr-LDA). The
Corr-LDA [9] is a topic model for words and annota-
tions, where all of the annotations are considered to be
relevant to the content. For the NATM and the Corr-
LDA, we set the number of latent topics, K, at 20,
and estimated latent topics and parameters by using
collapsed Gibbs sampling and the fixed-point iteration
method, respectively.

Figure 2 shows the average perplexities over 100 ex-
periments on the four data sets. The perplexities of the
NATM were lower than those of the Corr-LDA in all of
the data sets. This result indicates that the NATM can
robustly predict content-related annotations with noisy
training data. The perplexity achieved by the Corr-LDA
was high because it does not take account of the rele-
vance to the content and it considers all attached anno-
tations to be content-related even if they are not. As the
probability of content-unrelated annotations increases,
the performance of the Corr-LDA deteriorated as shown
in Figure 2 (a) and (c). On the other hand, the perfor-
mance of the NATM provided low perplexity even when
the probability of the content-unrelated annotations was
increased. The low perplexity of the NATM in Figure 2
(c) and (d) shows that the NATM can appropriately
model noisy data with the same name of content-related
and unrelated annotations. In the 20News-SU data, the
number of occurrence of each unrelated annotation de-
creases as the number of unique unrelated annotations
increases, because the probability of adding unrelated
annotations is fixed. Therefore, the estimated probability
of generating a certain unrelated annotation becomes
low, and the perplexity by the Corr-LDA for the held-out
related annotations decreases in the 20News-SU.

4.3 Extracting content-related annotations
We evaluated the performance in terms of extracting
content-related annotations. We considered extraction as
a binary classification problem, in which each annota-
tion is classified as either content-related or content-
unrelated. For the evaluation measurement, we used F-
measure, which is the harmonic mean of precision and
recall.

We compared the NATM with a entropy-based
method and a baseline method. With the entropy-based
method, we estimated the topic probability for each an-
notation P (c|t) using the Corr-LDA, and we used the en-
tropy for an indicator of the ambiguity of the annotation
as is used in [20]. In particular, P (c|t) is calculated by
using the Bayes rule P (c|t) ∝ P (c)P (t|c), where P (c) and

P (t|c) are obtained by the inference of the Corr-LDA.
The entropy is given by −

∑K
c=1 P (c|t) logP (c|t). Then,

we sorted annotations according to their entropies in
descending order, and the annotations that are allocated
before the maximum gap of the entropies are estimated
as content-unrelated, and those after the maximum
gap are estimated as content-related. With the baseline
method, the annotations are considered to be content-
related if any of the words in the annotations appear in
the document. For example, when the category name is
’comp.graphics’, if ’computer’ or ’graphics’ appears in
the document, it is considered to be content-related. We
assume that the baseline method knows that content-
unrelated annotations do not appear in any document.
Therefore, the precision of the baseline method is always
one, because there are no false positive samples. Note
that this baseline method does not support image data,
because words in the annotations never appear in the
content.

F-measures for the four 20News data sets are shown
in Figure 3. A higher F-measure represents higher
classification performance. The NATM achieved high
F-measures with a wide range of ratios of content-
unrelated annotations. The F-measures for 20News-DP
and 20News-DU achieved by the NATM exceeded 0.89,
and the F-measure without unrelated annotations was
one. This result implies that the NATM can flexibly han-
dle cases with different ratios of content-unrelated an-
notations. The F-measures for 20News-SP and 20News-
SU are lower than those of 20News-DP and 20News-
DU because annotations with the same name can be
both content-related and unrelated in 20News-SP and
20News-SU. The F-measures achieved by the entropy-
based method were lower than those by the NATM in
the most cases except for 20News-DU. The F-measures
achieved by the baseline method were low because
annotations might be related to the content even if the
annotations did not appear in the document. On the
other hand, the NATM considers that annotations are
related to the content when the topic, or latent semantics,
of the content and the topic for the annotations are
similar even if they did not appear in the document.

Figure 4 shows the ratio of the number of content-
related annotations to that of all annotations. The ratio
can be estimated by

λ̂ =
M −M0 + η

M + 2η
, (22)

with the NATM. Here, M is the number of annotations,
M0 is the number of content-unrelated annotations, and
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Fig. 2. Perplexities of the held-out content-related annotations in 20News data.
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Fig. 3. F-measures of content relevance in 20News data.

η is the parameter of the beta distribution. The estimated
ratios were close to the true ratios even though the
NATM is unsupervised.

4.4 Scalability
The time complexity of one iteration of our Gibbs sam-
pling is O(DK(N+M)), where D denotes the number of
documents, K denotes the number of topics, and N and
M are the average number of words and annotations in
a document, respectively. We experimentally evaluated
the scalability of the proposed model using a computer
with a Corei7 965 3.2GHz CPU and a 12GB memory.
Figure 5 (a) shows the average computational time with
different numbers of documents while fixing the number
of topics at 20, and Figure 5 (b) shows the average com-
putational time with different numbers of topics while
fixing the number of documents at 2,000. We performed
100 experiments using a 20News-DP data set, where we
set the probability of content-unrelated annotations at 1,
and the number of iterations at 1,000. The computational
time is linear against the number of documents, and the
number of topics. These results are consistent with the
theoretical computational complexities.

4.5 Analysis on parameter estimation
The proposed model has four parameters α, β, γ and
η. We can find a local optimum solution by using (11),
(12), (13), and (14). Here, we experimentally investigate
sensitiveness of the parameter estimation for the ini-
tial condition. We performed 100 experiments using a
20News-DP data set, where we set the probability of
content-unrelated annotations at 1. The initial values for
the parameters are randomly chosen from a uniform
distribution from 0 to 1. Table 3 shows the average

TABLE 3
Average estimated parameters and their standard

deviations in 20News-DP data.

variable average ± standard deviation
α 0.0909 ± 0.0003
β 0.0143 ± 0.0001
γ 0.0201 ± 0.0006
η 16.7975 ± 0.8553

estimated parameters and their standard deviations. The
standard deviations were small for all the parameters.
This result indicates that the proposed inference proce-
dure is robust to the initialization even though they are
local optima.

We experimentally evaluated the importance of updat-
ing parameters. Figure 6 shows the perplexities of the
held-out content-related annotations in 20News-DP data
when we fixed a parameter. For example, in Figure 6 (a),
α was fixed with the value at the x-axis, and the other pa-
rameters, β, γ and η, were estimated by maximizing the
joint likelihood. The horizontal line shows the perplexity
when the all parameters were estimated. The perplexities
changed depending on the values of parameters α, β and
γ, and the proposed model achieved low perplexities
by estimating these parameters. This result indicates
that estimating these parameters is important for the
performance. The value of η did not influence on the
performance. Note that the range of the y-axis in Figure 6
(d) is narrow compared with the other figures. This is
because η is a hyper-parameter for a Bernoulli distri-
bution, which has only one parameter. Figure 7 shows
the F-measures in 20News-DP data when we fixed a
parameter. The F-measures shows the same tendency of
the perplexities in Figure 6. The parameter settings that
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Fig. 4. Estimated content-related annotation ratios in 20News data.
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achieved lower perplexities achieved relatively higher F-
measures.

4.6 Partially explicit relevance setting
In Section 3.3, we described an extension of the NATM
for a partially explicit relevance setting, where some
of the annotations were explicitly labeled with related
or unrelated. We evaluated the NATM in the partially
explicit setting using 20News data sets. We used two
sets of training data 20News-Dpart and 20News-Spart.
In 20News-Dpart, for each document, we randomly
attached a content-unrelated annotation that was differ-
ent from the content-related annotations. The number
of unique content-unrelated annotations was set at 20.
In 20News-Spart, for each document, we randomly at-
tached a content-unrelated annotation that was chosen
from the content-related annotations. The number of
unique content-unrelated annotations was set at 10. For
both of the data sets, the probability of being labeled
was set at {0, 0.05, · · · , 1.0}. Figures 8, 9 and 10 show
the perplexities, F-measures and the estimated content-
related annotation ratios in the partially explicit setting,
respectively. As the proportion of labeled annotations
increases, the performance for all of the measurements
was improved. This result indicates that the use of ex-
plicitly labeled annotations is important for the modeling
if relevance information is available.

4.7 Combination with different classifiers
We evaluated the NATM when using it for the prepos-
sessing when training different types of classifiers as
described in Section 3.4. The task is text classification
using 20News data sets. For the classifier, we used a

maximum entropy model (MaxEnt) that has confirmed
its effectiveness in text classification [29]. We used the
same four data sets as in Section 4, 20News-DP, 20News-
DU, 20News-SP, and 20News-SU. The classifier perfor-
mance was evaluated in terms of classification accuracy.
Figure 11 shows the result. By combining the NATM and
maximum entropy models, the accuracies were better
in the presence of noise compared with those without
using the NATM. The accuracy of the NATM when not
combined with maximum entropy models was 0.50 for
data without noise. In terms of classification accuracy,
the NATM alone is worse than the maximum entropy
model, which is a discriminative classifier whose effec-
tiveness for text classification tasks has been confirmed
in many applications. However, by using the NATM for
preprocessing with high performance classifiers, content-
unrelated annotations are filtered out, and the classi-
fication performance is improved. Since the proposed
combination framework in (18) is general as described
in Section 3.4, we can select high performance classifiers
that depend on the application and the type of given
data. The perplexities were high when there was one
unique content-unrelated annotation in Figure 11 (b) and
(d). Because, in this case, all the samples are labeled with
a content-unrelated annotation, and the discriminative
classifier is trained to attach the content-unrelated anno-
tation.

5 EXPERIMENTS WITH REAL SOCIAL ANNOTA-
TIONS

5.1 Data
We analyzed the following three sets of real social anno-
tation data taken from two social bookmarking services
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Fig. 9. F-measures of content relevance with different probabilities of labeled annotations in a partially explicit setting.

and a photo sharing service, namely Hatena, Delicious,
and Flickr.

From the Hatena data, we used web pages and their
annotations in Hatena::Bookmark, which is a social
bookmarking service in Japan, which were collected
using a similar method to that used in [20], [21]. Specif-
ically, we first obtained a list of URLs of popular book-
marks for October 2008. We then obtained a list of users
who had bookmarked the URLs in the list. Next, we

obtained a new list of URLs that had been bookmarked
by the users. By iterating the above process, we collected
a set of web pages and their annotations. We omitted
stop-words and words and annotations that occurred in
fewer than ten documents. We omitted documents with
fewer than ten unique words and also omitted those
without annotations. The numbers of documents, unique
words, and unique annotations were 39,132, 8,885, and
43,667, respectively. From the Delicious data, we used
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explicit setting.
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Fig. 11. Accuracies in 20News data with the NATM combined with the maximum entropy model.

web pages and their annotations that were collected
using the same method as that used for the Hatena data.
The numbers of documents, unique words, and unique
annotations were 65,528, 30,274, and 21,454, respectively.
From the Flickr data, we used photographs and their
annotations provided in Flickr that were collected in
November 2008 using the same method as that used
for the Hatena data. We transformed photo images into
visual words by using scale-invariant feature transfor-
mation (SIFT) [38] and k-means as described in [19].
We omitted annotations that were attached to fewer
than ten images. The numbers of images, unique visual
words, and unique annotations were 12,711, 200, and
2,197, respectively. For the experiments, we used 2,000
documents that were randomly sampled from each data
set.

5.2 Results

The upper half of each table in Tables 4 and 5 shows
probable content-unrelated annotations in the leftmost
column, and probable annotations for some topics,
which were estimated with the NATM using 50 topics.
The lower half in Table 4 shows probable words in
the content for each topic. With the Hatena data, we
translated Japanese words into English, and we omitted
words that had the same translated meaning in a topic.
For content-unrelated annotations, words that seemed
to be irrelevant to the content were extracted, such as
’toread’, ’later’, ’*’, ’?’, ’imported’, ’2008’, ’nikon’, and
’cannon’. Each topic has characteristic annotations and
words, for example, Topic1 in the Hatena data is about
economics, Topic2 is about cell-phone, and Topic3 is
about music. Figure 12 shows some examples of the

TABLE 7
Average frequency of the ten most probable

content-unrelated annotations.

Data NATM Entropy
Hatena 4033.9 34.0

Delicious 10334.5 1386.3
Flickr 463.5 37.8

extraction of content-related annotations.
For the comparison, we show the ten highest entropy

annotations estimated with the Corr-LDA using 50 top-
ics, which were content-unrelated annotations estimated
by the entropy-based method. Some annotations were
content-unrelated, such as ’goodread’, ’readthis’ and ’ref-
erence’ in Delicious, and ’canoneos20d’ and ’60mm’ in
Flickr. However, more content-related annotations were
extracted as unrelated compared with the NATM. The
entropy-based method was likely to extract low fre-
quency annotations as shown in Table 7. Table 7 shows
the average frequency of the ten most probable content-
unrelated annotations with the NATM and the entropy-
based method. This is because the variance of the esti-
mated entropies for low frequency annotations are large
with the entropy-based method. On the other hand, the
proposed model is robust because the content-unrelated
annotations are estimated in a Bayesian framework.

Figure 13 (a)(b)(c) shows the average perplexities over
100 experiments for held-out annotations in the three
real social annotation data sets with different numbers
of topics. Figure 13 (d) shows the result with Patent
data as an example of data without content-unrelated
annotations. The Patent data consist of patents published
in Japan from January to March in 2004, to which Inter-
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TABLE 4
The ten most probable content-unrelated annotations (leftmost column), and the ten most probable annotations for

some topics (other columns), estimated with the NATM using 50 topics. Each column represents one topic. The lower
half in (a) and (b) shows probable words in the content.

(a) Hatena
unrelated Topic1 Topic2 Topic3 Topic4 Topic5 Topic6
toread economics mobile music oversea science programming
troll finance iPhone perfume international technology development
later business pc sound world china business
web international cell-phone music-stream military science-technology it
summary japan cell content korea traffic management
great money gadget techno war tech work
* usa hardware audio Japan news how-to-work
reference biz apple sound peninsula sf system-dev
? stock ipod serious east-asia physics technology
neta market network CD diplomacy technology dev

yen cell music japan space development
year yen track korea year system
economics handling year country earth web
finance usege sound person experiment information
investment on-board CD japanese china series
japan product live future photo technology
market phone album korea change change
exchange digital listen china day company
bank year anonymous military world people
gold pc tour say earthquake management

(b) Delicious
unrelated Topic1 Topic2 Topic3 Topic4 Topic5 Topic6
reference economics iphone food environment statistics ruby
web finance mobile recipe science data programming
design money hardware recipes green math rails
imported business iPhone cooking sustainability graph php
tools economy ipod Food energy visualisation development
web2.0 financial apple dessert home visualization opensource
toread usa games Recipes Technology processing framework
work Finance phone Cooking house graphs code
internet recession tech baking Environment chart python
cool Money gadget cook future excel rubyonrails

money iphone 1 energy 2 rails
government apple recipe green 1 php
financial 2 recipes rating sample web
market ipod food star data ruby
economic mobile october space test license
crisis game cheese solar distribution project
credit gps 2 power size django
economy phone make oil population mysql
years games love water statistical 1
business blackberry 2008 system probability python

TABLE 5
The ten most probable content-unrelated annotations (leftmost column), and the ten most probable annotations for

some topics (other columns), estimated with the NATM using 50 topics on Flickr.

unrelated Topic1 Topic2 Topic3 Topic4 Topic5 Topic6
2008 music night autumn beach sky family
canon live rock park water clouds portrait
nikon paris house mountains nature spring baby
bw gig park leaves bird australia friends
red concert mallory canada camping lake cute
nyc show coach mountain md sunset dof
blue graffiti inn yellow sun soccer black
color fashion creature green wildlife d80 boy
sanfrancisco bench texas river backpacking sea lights
de jg concert britishcolumbia food beach dress

national Patent Classification (IPC) codes were attached
by experts according to their content. The numbers of
documents, unique words, and unique annotations (IPC
codes) were 9,557, 104,621, and 6,117, respectively. With

the Patent data, the perplexities of the NATM and the
Corr-LDA were almost the same. On the other hand,
with real social annotation data, the NATM achieved
lower perplexities than the Corr-LDA, especially with
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flash game games cool action fun flashgames free flashgame toread temp onlinegames online_game r
tools microsoft windows maintenance utilities software todo Microsoft update pc PC
barter swap imported business firefox:bookmarks
programming theory cs mathematics wikipedia in graph detection computer math reference cycle algorithms science
no_tag peru friends
blogging business businesses small Business Corporate no_tag blogs cookie
painting toread blogpost cool art sf graffiti publicart novelty sanfrancisco video
typo3 webdesign design gallery cms showcase portal gallerie inspiracion bestoftypo3 opensource via:mento.info css
online elearning courses
politics obama history newspapers election2008 reference news blogged photos global world History usa election

Fig. 12. Examples of content-related annotations in the Delicious data extracted by the NATM. Each row shows
annotations attached to a document; content-unrelated annotations are shaded.

TABLE 6
The ten highest entropy annotations estimated with the Corr-LDA using 50 topics.

Hatena XP, deferred, maikoh, PS, text editor, mouse, FirefoxAddOn, webdev, movable, technical tips
Delicious relationship, newsletter, faster, stumble, goodread, Blogger, readthis, r, crossplatform, reference
Flickr blonde, canoneos20d, 60mm, entertainment, 1855mm, scenic, advertising, macro, little, sunday

Hatena and Delicious data. This result implies that it
is important to consider relevance to the content when
analyzing noisy social annotation data. The perplexity
of the Corr-LDA with social annotation data becomes
worse as the number of topics increases because the
Corr-LDA overfits noisy content-unrelated annotations.
With the Flickr data, the difference in perplexities was
small, because it is more difficult to extract features from
image data than text data. In text data, words are used
to represent the content, where most words have some
semantics. On the other hand, some visual words in
image data might not have semantics, and they might
fail to represent the content.

6 CONCLUSION
We have proposed a topic model for extracting content-
related annotations from noisy annotated data. The pro-
posed model can be applied in both implicit and par-
tially explicit relevance settings, and it can also be used
as the preprocessing for different classifiers as well as
for modeling noisy annotated data. We have confirmed
experimentally that the proposed method can extract
content-related annotations appropriately, and can be
used for analyzing social annotation data.

Although our results have been encouraging to date,
we must extend our approach in a number of directions.
First, we want to determine the number of topics auto-
matically by extending the proposed model to a non-
parametric Bayesian model such as the Dirichlet process
mixture model [39]. Second, we want to incorporate user
information into the model for modeling social anno-
tation data. Third, a framework to deal with content-
unrelated annotations can be used in models other than
topic models. Finally, since the proposed method is
theoretically applicable to various kinds of annotation
data, we will confirm this in additional experiments.
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