How can we overcome language barriers?

Statistical machine translation from foreign languages to Japanese

Abstract— Statistical machine translation is a promising machine translation technology that can
learn “how to translate” automatically from bilingual sentence pairs. However, machine translation between
Japanese and other languages is known to be difficult due to large differences in word order. Our technology
overcomes this problem by (1) performing an accurate multilingual analysis based on a state of the art
machine learning technique and (2) reordering foreign words into Japanese word order, based on the
linguistic characteristics of Japanese. This enables accurate foreign-to-Japanese machine translation for
written technical documents such as manuals and patents. In future, we plan to overcome language barriers
for other kinds of documents and spoken languages.

English
FIG.2 is a sectional view
of the control device.

[Accurate multilingual analysis based on semi-supervised learning]

Chinese
| FUBBUBLIIAT, (ESRUL 20eF

Our Method )

(1

Applicable to a target domain

| Word segmentation | I:E:I | Dependency parsing | |
using large-scale data

Labeled data
(general domain)

Labeled data
(patent)

Unlabeled data (patent)

Word segmentation and
dependencies are known

QO Q €2

Word segmentation and
dependencies are unknown

Our Method
(2)

[Head Finalization]
Based on the characteristics in Japanese: “head words follow their modifier words”

Insert Japanese
particles

i

_/

No need to reorder

i *Japanese and Korean have very }

similar word order

Learn

“millions of senten .
ons of sentences translation rules

reorder N
head . “head
it ZE b fis A W E %2 Reorder English/Chinese HE= 1o o= =g 2t
\_ (He)  (Hen) in Japanese-like word order) :og_'_g %’SEIL'— EF_'.
FIG.2 IF control device BNl ik 1 & FIF,
of sectional view is. RN 2 % el M. No need to reorder
l_l |_| (already reordered )
\
[Statistical macl;:!;?inee tra"SIat_T_g?s:Ltion riles | view— Bl 05 Word translation | d reorderirig
Bilingual sentences learning for patent YleW 0. . - :
(patent) cart view— 5 %: 0.1 sectional view Pl R ?
" N 7] o HAE? HERE? | B O HIHEE?
Y !

Applicable to a
target domain

Almost word-to-word translation!
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