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Probabilistic latent variable models have successfully captured the intrinsic characteristics of various 

data.  Understanding them is helpful for discovering latent rules and facts behind data. However, it is 

nontrivial to design appropriate models for given data because both machine learning and domain-

specific knowledge are required.  

We propose an automatic model generation method for data with hierarchical structure.  Our 

method constructs an appropriate model for given data by extracting important hierarchies and 

preserves hierarchical and sequential information if needed or desired.  We automatically extract 

latent structures of given data and discover hidden rules and facts behind the data.

Efficient learning algorithm based on dynamic programming
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• Becoming diverse and massive

• Consisting of hierarchical structures

• Indwelling latent structures

• Extracting latent structures by latent variables

• Represented as complex relations of variables

• Requiring expertise in both data and machine learning

Examples of hierarchical structures Examples of latent variable models

• Automatically extracting important hierarchy

• Providing a universal learning method for all possible models

• Employing dynamic programing for efficient learning

Graphical representation of hierarchy

Analysis considering hierarchy is difficult  Only experts can design appropriate models 
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Order relation

Recursive computation makes learning efficient 

・ Rederivation and reimplimentation are unnecessary.

・ Latent structures can be automatically extracted.

Both inclusion and order relations are representable 
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Automatic model generation method using hierarchy

Data become complex Models also become complex
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Finding latent structures helps find rules behind data.
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