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Changing your voice and speaking style

- Voice and prosody conversion with sequence-to-sequence model -

We propose an voice and prosody conversion method for impersonating a desired speaker’s identity and hiding a 

speaker’s identity. The conversion method consists of acoustic feature conversion and time-domain neural 

postfilter.  The acoustic feature conversion is based on a sequence-to-sequence learning with attention 

mechanism, which makes it possible to capture the long-range temporal dependencies between source and 

target sequences. The later post filter employs a cyclic model based on adversarial networks, which requires no 

assumption for the speech waveform modeling. In contrast to current voice conversion techniques, the proposed 

method makes it possible to convert not only voice timbre but also prosody and rhythm while achieving high-

quality speech waveform generation due to the proposed time-domain neural post filter. The remaining challenge 

is the real-time voice conversion which is our ongoing work.
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Overview

Acoustic feature conversion [1]
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Acoustic Feature Conversion [1]

Speech samples→

(e.g., Impersonating a speaker’s identity and modifying pronunciation)

Time-domain Neural Post Filter [2] Speech samples →(e.g., improving the speech quality)

• Train encoders, decoder, and attention mechanism

• Encoder-decoder model makes it possible to

1.Handle  input and output sequences
of different lengths

2.Convert not only voice timbre
but also rhythm

• Attention mechanism has the abilities to

1.Select critical information from
the encoded representation
in accordance with the output
sequence representation

2.Consider the long-range temporal
dependencies for converting intonation
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Use the predicted acoustic feature for predicting the next ones

• Train conversion functions 𝐺, 𝐹 between synthetic and natural speech

• Cyclic model makes it possible to

1.Train the models with non-parallel
data of synthetic and natural speech

2.Handle the phase information correctly
due to need for the reconstruction
of speech waveform

• Generative adversarial learning helps
to  generate clear speech
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Train 𝐹 for imitating 𝐹(𝐲)
as natural speech by 𝐷

Train 𝐺, 𝐹 for minimizing

The differences to ො𝐱

Train 𝐺, 𝐹 for minimizing

The differences to ො𝐲

Minimize the reconstruction error

Minimize the reconstruction error

Train 𝐺 for imitating 𝐺 𝐱
as natural speech by 𝐷

Minimize the discrimination error
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