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No labels? Count on me!

Abstract
We propose a method that enables us to use miscellaneous data collected under various conditions directly for deep
learning. When we train a model using miscellaneous data, the model's performance is often degraded by "Information to be
Ignored," which disturbs correct recognition. Our proposed method dramatically improves the model's performance by
estimating the "Information to be Ignored" and training the model not to be affected by it. Our technique will make it
possible to easily utilize miscellaneous data for learning and will contribute to expanding AI services into fields where
deploying deep learning has been challenging.
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