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medical application

Privacy-aware machine learning

Abstract

While use of massive data benefits on training deep learning models, aggregating all data into one physical location (e.g. a
central cloud) may not be possible due to data privacy concerns. For example, according to the EU GDPR, data transmission
should be minimized among processing nodes. Our goal is to construct training algorithms to obtain global deep learning
models that can be adapted to all data, even when individual nodes only have access to different subsets of the data. We
assume that this algorithm is allowed to communicate between nodes in an asynchronous/sparse manner, exchanging such
information as model variables or their update differences. However, data are prohibited from being moved from the node
on which they reside. We aim to indirectly exploit the overall data across countries and provide high performance services

for such industries as the medical/health-care field while

protecting privacy.

Goal and application

Background: We are entering an era of distributed data
processing (inference/training) due to data volume,

privacy-aware issues, and legal regulations, e.g., GDPR.

Goal: To train deep learning models without aggregating
data to a central cloud, where asynchronous communication
among nodes are allowed to exchange latent variables, for
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Aim: Our goal is to obtain a global model, which is
equivalent to a model trained at a central cloud using all
datasets, even data distributed in N(=2) nodes.

Problem 1: Network structure is distributed
manner to scale service at any scale.
Problem 2: Non-homogeneous data subsets are placed

for each node. Training procedure is unstable due to
gradient drift.

Problem 3: Communication among nodes is in
asynchronous/sparse manner due to large-scale network.
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Conventional method: Averaging consensus
(D-SGD [1], FedAvg [2])
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Asynchronous decentralized deep learning

Proposed algorithm: We solved a model variable constrained
minimization problem. Training is achieved by alternatingly
repeating (U) local node model updates and (X) exchange auxiliary
variables for progress w.r.t. making consensus between nodes. This
scheme is runnable on arbitrary network structure with
asynchronous communication. Proposed algorithm [3]
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Formulation in proposed method
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Update/communication schedule example
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Medical image analysis

We trained 14 different disease detection models using chest X-ray
datasets [4]. Image data were not transmitted from eight hospital nodes.
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(b) Total # of images: 47,117
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Detection accuracy for some diseases was
measured using Area Under curve of Receiver
Operating Characteristic (AUC-ROC).

- Conventional method (orange) did not attain

global model performance (green) due to

gradient drift.

Proposed method (blue) reached global model

performance (green) even though P1-P3 are

present.

- Detection accuracy for a part of disease was
practical level: AUC-ROC of 0.75 or higher for
e.g., emphysema, pneumothorax, cardiomegaly,
pleural effusion.
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