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Neural rhetorical structure parsing with pseudo-labeled data

Revealing hidden structures behind sentences

Abstract
This poster presents a method to identify the hidden structures of documents. Each document has a rhetorical structure,
which expresses the relations among clauses. Since building a rhetorical structure parser is based on supervised learning, it
requires large amounts of manually annotated training data for accurate parsing. However, conventional methods suffer
from a lack of training data, resulting in poor performance because manual annotation is quite labor intensive. To tackle
this problem, we propose a method that uses silver data: automatically annotated pseudo-labeled data. We pre-trained the
parser with silver data and fine-tuned it with gold data: manually annotated data. Our experimental results demonstrated
that our method achieved the best performance. The new parser will contribute to various natural language processing
applications, such as machine translation and automatic summarization.
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