Development of transformer-based conversational systems

1 3 Recipes for enjoy-talking conversational systems

Abstract

We are studying a social dialogue system that satisfies people's desire for dialogue through natural conversation.

We have developed a deep-learning-based Japanese social dialogue system, which is pre-trained with the largest-scale
Japanese dialogue data obtained from Twitter and fine-tuned with high-quality dialogue data that NTT has cultivated over
many years of research. We also conducted a quantitative analysis of the utterances of the constructed system and
identified remaining issues such as contradictions and discontinuous topics.

We believe that the desire to communicate with others is one of our fundamental desires. We aim to realize a social
dialogue system as a partner that continuously satisfies this need for dialogue.
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+ Development of the largest deep-learning-based Japanese social dialogue system - P P :
+ Model Size: 1.6 billion Parameters (3 times larger than the existing Japanese model) Awarded Fhe h'ghESt p”z_e in the
+ Pre-training data: 2.1 billion pairs, 512 GB Twitter reply pairs 3rd dialogue system live
» Finetune data: 200,000 pairs of high-quality dialog data (accumulated by NTT in past studies) competition, where social dialogue
» Error analysis of unnatural utterances
+ Most of the utterances are natural, but about 7% of the utterances are strongly unnatural. systems competed.

+ Subjective evaluation significantly decreased when contradictions, topic skipping, or This study was supported by the Grant-in-Aid for Scientific Research on
. . Innovative Areas “Communicative intelligent systems towards a human-
utterances that differ from the facts are included. machine symbiotic society” (Issue No. 19 H05693).
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