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Science of Machine Learning

01. Learning how to learn from various datasets Meta-learning from tasks with heterogeneous attribute spaces
02. Ask me how to make a fair decision for everyone Learning individually fair classifier based on causality

03. Ask me anything about network structure Indexing graph structure with decision diagrams

04. No labels? Count on me! Self-supervised Adaptation for Unknown Domains/Classes

05. Finding groups through connection relationships Relational data model with infinite flexibility

06. Finding features in data fast and accurately Acceleration of feature selection with group regularization

07. Privacy-aware machine learning Distributed learning algorithm and medical application

08. Estimating Risk of Infection in a City People Flow Reconstruction Based on Anonymous Sensor Data

Science of Communication and Computation

09. Being greedy makes quantum computers work well Economic rationality makes cloud quantum computing reliable
10. Revealing hidden structures behind sentences Neural rhetorical structure parsing with pseudo-labeled data

11. Two experts, one result Fusing two experts for enhancing their specialties

12. Can a chatbot mediate trust between humans? Bridging doctor-patient rapport through a chatbot

13. Recipes for enjoy-talking conversational systems Development of Transformer-based conversational systems

Science of Media Information

14. Detecting faint sound by light Non-contact sound measurement by precision interferometry

15. Extracting voices out of noise & reverberation Joint Signal Separation, Dereverberation and Noise Reduction

16. Al that acquires knowledge just by watching TV Crossmodal learning for concept acquisition of human movements
17. Real-time speech emotion contololler using face Emotional voice conversion via facial expression recognition
18. Visualizing touched places for Corona prevention Touched places detection using heat traces by thermography
19. Telestethoscope: Looking into Body by Listening Biomedical sound analysis utilizing physical characteristics

Science of Human

20. Is falling birthrate related to population density? Prediction and demonstration via life history theory

21. Moves of magnetic fields, Moves by magnetic fields Magnetact: A Magnetic force-based Tactile technology

22. Make hard objects soft, make rough objects smooth Simple method for modulating tactile texture

23. Sense of touch connects our hearts beyond distance Empathetic telecommnunication by vibrotactile transmission

24. Why do mothers approach to infants' "crying"? Oxytocin as a neural regulator of maternal implicit approach
25. Auditory attention that appears in the eye Relation between microsaccades and auditory spatial attention
26. Blink pattern of elite car race drivers Professional drivers always blink at the same time over laps

27. Essence of "keeping your eye on the ball" Eye-hand coordination in motor learning

28. How do you define your dominant hand? Quantifying motor-skill performance using a smartphone

29. Brain functions to recognize and hit a fastball Brain mechanisms for quick judgment and motor control



Meta-learning from tasks with heterogeneous attribute spaces

01 Learning how to learn from various datasets

Abstract

Many training data are required for deep learning. We propose a meta-learning method that can improve the performance
with a limited number of training data in the target task by using data in different tasks. For example, the proposed
method can be used for learning from data in different factories. Existing meta-learning methods assumes that all tasks
have the same attribute space. The proposed method is the first method that can meta-learn from tasks with different
attribute spaces. With the proposed method, we design permutation invariant neural networks that can handle data with
different attributes and labels. Currently, we cannot apply machine learning methods when sufficient number of training
data are unavailable. We want to expand field where machine learning methods are applicable by extending the proposed

method.

Meta-learning form different factories jll Proposed model

Training phase We design two neural networks that can handle
! ! ! different attributes and labels.
Factory1 Factory?2 Factory3 St Iapeled szt Unlabeled data
any attributes and labels
Sensor A/B/C|| Sensor D/E ||Sensor X/Y/Z|.....

Yield rate || Power usage || Breakdown

prediction prediction prediction Representation -
extraction net Prediction net

Prediction
depending on
the
extracted
representati
ons

Meta-learn from Model
multiple tasks ( Representation
with different extraction and
attribute spaces prediction nets)
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Test phase

Evaluations

.

New factory

» Data : 59 Datasets for regression in OpenML
(Machine learning data sharing service) with 10-
300 instances and 2-30 attributes

New factory
Unlabeled data

Sensor C/D/G
Smi” labeled Idata Test mean squared errors
Oor anoma
d . y earned Ours Meta- Meta- Linear Nonlinear
etection del learning1 learning2| regression| regression
(S
0.788| 0.854, 0.845 1.179  0.828
Improve the
performance with a ' Meta-learning?: Gradient-based adaptation [ICML2017]
Tirnftias murser 6 Anomaly eta-learning?: Gradient-based adaptation [ICl
e . Meta-learning2: Neural network-based adaptation [ICML2018]
training data for new detection Linear regression: Ridge regression trained by test data
tasks Nonlinear regression: Kernel ridge regression trained by test data
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Learning individually fair classifier based on causality

02 Ask me how to make a fair decision for everyone

Abstract

Machine learning predictions are increasingly used to make critical decisions that severely affect people’s lives, including
loan approvals, hiring, and recidivism prediction. For this purpose, we developed a novel machine learning technology that
makes predictions that are accurate and fair with respect to sensitive features such as gender, race, religion, and sexual
orientation. To achieve high prediction accuracy, we utilize prior information about societal demands for each decision-
making scenario, e.g., “rejecting applicants based on physical strength is fair if the job requires physical strength.”
Although existing methods cannot ensure fairness when the data are not generated by a restricted class of functions, our
proposed method can use various data to guarantee fairness. Thus, admitting that “what is fair” depends on a particular
sense of societal values, we create innovative machine learning technologies that can more flexibly respond to societal
demands by bridging the gap between technical limitations and societal needs. In this way, we hope to mold a society that
can make automatic decisions while ensuring that nobody will suffer detrimental treatment.

Problem: How can we build an Al that makes fair predictions (decisions) for individuals?

Input o~ Prior information about Output
MG LI “What is fair” (Causal graph) Examples

A Q ) M Y - ifi
o i s - N T et
5 N
n stregt akes Talr predictions + Loan approval

Female Economics Accept - l -
. (a) Ap) (M)—fy + Child abuse
Male B Literature B Accept w screening
Male C Science C  Reject Arrows provided by  Recidivism
experts or estimated prediction
Sensitive feature from data
1. Achieve high prediction accuracy
Using prior knowledge about E.g., hiring decisions for physically demanding jobs
societal demapds for_falrngss to 1. Making decision Y based on gender A is unfair (A->Y)
learn an Al without imposing 2. Making decision Y based on department D is also unfair (A->D-Y)

unnecessary constraints and to 3. Making decision Y based on physical strength M (which is necessary) is fair (A>M-Y)
achieve high prediction accuracy . Although 3. ylel_ds gen_der d!fference in rejection |.'at.es, it is unnecessary to
impose a constraint on it, which only decreases prediction accuracy.

2. Guarantee individual-level fairness using various data

Building an Al that makes individually fair predictions
regardless of what functional model generates data

Reduce unfair differences in decision outcomes to zero for each individual

Original data Reduce differences in Hypothetical data
(C.V.) acceptance probabilities to zero (Modified C.V.)
Gender | Qualification | Department | Physical | Decision Gender | Qualification | Department | Physical | Decision
strength strength
Female A Economics B Accept Male A Science B Accept
Change gender Likely department | eave unchanged since physical strength
to male for the male applicant s jrrelevant to discrimination

Proposed method

» Propose unfairness measure that can be computed regardless of data-
generating processes

»  We can make an unfair difference in decision outcomes zero by forcing this

irness measure to be zero
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Indexing graph structure with decision diagrams

03 Ask me anything about network structure

Abstract

We developed a new substructure index called the zero-suppressed sentential decision diagram (ZSDD) and efficient
algorithms with which to construct it. A substructure index is a compact representation of network substructures. With it,
we can count and find exponentially many substructures in time linear to the index size. Since ZSDD is generally smaller
than similar data structures, we can solve network-related problems much faster. For example, we can count more than 100
million network routes within a second using ZSDD. Our algorithm can solve a wide range of problems on real-world
networks like communication networks, traffic networks, and power grids. Therefore, it will make society more efficient
by finding better solutions to network-related problems.

Substructure index for solving network problems

I ! I Network

. substructures
6%
=B @9 I

We can efficiently find and count
Real-world networks

network substructures with

the substructure index.
Index

construction

Applications
’—I:I>. N » ‘B‘iD‘ ‘C‘S ‘ ‘ € ‘ ? ‘ » Find best travel route
(Q
el+E|[D|€]

* Show multiple delivery routes
 Evaluate reliability of

. communication networks
Network structure Substructure index

Compact representation

of network substructures.
This is a result of a joint research with Kyoto University.

Key technologies

ZSDD ZDD ZSDD ZDD
1 . ZerO'Suppressed Sentential Network | (Proposed) (baseline) | (Proposed) | (Baseline)

. - . 279,613 387,715 3,494 3,005
deu_smn diagram (ZSDD) 937,746 3,194,017 11,826 62,706
ceimpacis Inelex diai: sulppeiris 838,254 7,178,190 25828 94,272
many useful operations 3,036 16,762 = -
2. ZSDD construction algorithm e 4057 o >3
_ _ 224,373 16,414,697 2,866 538,878

Fastgr than baseline construction 1,009,299 7,313,087 48,563 128,007
AlEEiE D 16,524 47,605 301 672
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Self-supervised adaptation for unknown domains/classes

04 No labels? Count on me!

Abstract

We propose a method that enables us to use miscellaneous data collected under various conditions directly for deep
learning. When we train a model using miscellaneous data, the model's performance is often degraded by "Information to be
Ignored," which disturbs correct recognition. Our proposed method dramatically improves the model's performance by
estimating the "Information to be Ignored" and training the model not to be affected by it. Our technique will make it
possible to easily utilize miscellaneous data for learning and will contribute to expanding Al services into fields where
deploying deep learning has been challenging.

Learning from miscellaneous data L ildlia  Information to be Taken in and to be Ignore

Deep learning using data collected under E""fOrm?tIiO" to be Taken in:
various conditions | Essential for recognition

I
! Ground truth | Groundtruth 1+ Information to be Ignored:
o —— e ———— " i Headphone _ - Projector | pisturbs recognition (e.g.
H r

1
H Photo 1 o 1 back ground)
1 = ] lUce VU S Similar ¥ ~
1 CcaG ‘ 2 Web 1 ' background Model recognizes the query based on
=] ' :
: I & m Information to be Ignored.
1
l :
1

Model Result Faiy,
_[ F’ Projector 7/

Point 1. . (Destruct Information to be
Destruct Information to | )’ Taken in to make object
be Take in; then recognition impossible

* Information to be Ignored is

capture Information to ! reserved.
be Ignored by self- A » e.g. Image data: Shuffle Pixel
supervised learning | | Blocks : estimate

v
Point 2. Information
Train the model to capture to be Ignored
Train the model to capture Information to be Taken

Information to be Taken Ground
truth
in using ground truth data

in and not to capture
Information to be Ignored

Performance Visual explanations Visualization of feature embeddings

Ours achieves high Our method focuses on targets. Ours forms clusters based on ground truths.

recognition accuracy. —_—
MR . =
o

Self-Supervised Learning
+ Capture Information to be ‘ Estimator
Ignored remaining in the \

data

Train the model not to capture the
estimated Information to be Ignored

|

——  Model |

Features are separated
per ground truths.

* Previous method degrades
model performance due to
Information to be Ignored.

Previous

-
e -

Methods Accuracy[%] —a - Features with different - *—!‘ ."'-
P 3 3 6 o g y ground truths are mixed. o -t
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Relational data model with infinite flexibility

05 Finding groups through connection relationships

Abstract

Relational data, including network graphs, such as the connection relationships of users in social networking services and
the purchase histories of users for products, appear all around us. In this research, we aim to find the hidden groups in the
relational data. In general, when finding groups in relational data, it is difficult to set the number and size of groups
appropriately by hand. Therefore, we propose a relational data analysis method that has the ability to automatically adjust
the number and size of groups in a data-driven manner according to the size and nature of the input data. By finding
appropriate groups in larger relational data, we will contribute to the development of technology for more efficient
information storage, search, and retrieval.

Finding groups through connection relationships [ SN

B What is connection relationships: connection relationships
* Networks that connect people to people,
* Purchase history of users for products.

B What is groups in connection relationships:

» Groups of people who are strongly 1
connected each other, <;:>
» Specific group of products that certain 2

people prefer to buy.

Black color indicates
that user 1 has
purchased product a.

Users

Applications :
+ The discovery of potential clusters in a community to
prevent the spread of infectious diseases.

* Product recommendation system to present products Graph representation Matrix representation

with high probability of purchase.
RHrranging columns order For all possible rectangular
partitions (with infinite
" number of cases), we wish
to infer the high degree of
fitness to the input data.

Products

Rectangular cluster extraction
from connection matrix:

The size of the input matrix
is generally unknown, and it
may have an infinite number
of rows and columns.

Contribution: Modeling the stochastic
transformation from floorplan
partitions to rectangular partitions

Rearranging rows order

Input data‘ ‘

Lo 4

--r--r-a--4--

mad 3

R Do P

2

Contribution: Construction of 2 53 1 4
a generative probabilistic model -9 060 O o -

for the infinite tree of Baxter i | 6 | Floorplan partitions Rectangular partitions
i i R that ignore the size of rooms) (that considers the size of rooms)
H . H H 4
permutations [Baxter, 1964]. o L o
R Infinite tree of
Infinite tree of . —_ floorplan partitions
Baxter permutations = 25314 o
///// — { S Bijection Floorplan
I “ titions h
625314 265314 256314 253146 [Hong+,2000] e
correspondenc

L I L T L

e with Baxter
permutations
on the diagonal.
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06

Acceleration of feature selection with group regularization

Finding features in data fast and accurately

Abstract

Selecting important feature groups from data is one of the most fundamental tasks in data analysis. However, the
computation cost is high when the size of the data is large. In this study, we propose a fast method for feature group
selection without degrading the accuracy. It safely skips unnecessary computations and intensively optimizes important
groups. As a result, our method is up to 35 times faster than the original method without any loss of accuracy. In addition,
our method has no additional hyperparameters and no additional tuning costs. It will be possible to create value from
complex and large scale data by speeding up the analysis of data with complex structures such as groups. We create value

from a wide variety of data and contribute to society.

Feature group selection

O Selecting important feature groups from data is one of
the most fundamental tasks in data analysis.

e.g. finding out which areas are important for Tokyo's
weather forecast from the climate data of all areas in

Japan.
Hokkaido Okinawa
temperature, wind [ ] [ ] n temperature, wind
direction, pressure direction, pressure

HEEEEN  EEE
— n u u [ ] u n n

Feature group

Which feature groups are important?

Problem: computation cost

O The cost is high when the size of the data is large.

Check whether the parameter groups are
important and optimize the groups

score £ threshold = unimportant
score > threshold - important

‘ Compute score

N

AN

The bottlenecks are “# of score computations”
and "# of iterations”.

Fast method for feature group selection

O We utilize two ideas:

1. Safely skipping unnecessary computations

Safely skipping score computations of unimportant
groups to reduce the computation cost

We efficiently identify unimportant groups by
using the upper bounds of the scores.

Upper bound of score < threshold = unimportant

2. Intensively optimizing important groups

e o

Intensively optimizing important groups to reduce
the value of the objective function

We efficiently identify important groups by using
the lower bounds of the scores.

Lower bound of score > threshold = important

Experiments show that our method is up to
35 times faster than the original method
without any loss of accuracy.
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Distributed learning algorithm and

07

medical application

Privacy-aware machine learning

Abstract

While use of massive data benefits on training deep learning models, aggregating all data into one physical location (e.g. a
central cloud) may not be possible due to data privacy concerns. For example, according to the EU GDPR, data transmission
should be minimized among processing nodes. Our goal is to construct training algorithms to obtain global deep learning
models that can be adapted to all data, even when individual nodes only have access to different subsets of the data. We
assume that this algorithm is allowed to communicate between nodes in an asynchronous/sparse manner, exchanging such
information as model variables or their update differences. However, data are prohibited from being moved from the node
on which they reside. We aim to indirectly exploit the overall data across countries and provide high performance services

for such industries as the medical/health-care field while

protecting privacy.

Goal and application

Background: We are entering an era of distributed data
processing (inference/training) due to data volume,

privacy-aware issues, and legal regulations, e.g., GDPR.

Goal: To train deep learning models without aggregating
data to a central cloud, where asynchronous communication
among nodes are allowed to exchange latent variables, for

2,
)

example.

{ 4 Edge computing
(e.g., data centers on phone base stations)

Medical
/healthcare

| |
[ ||
g o b

Mobility Smartphones

Factories Home security Office
A L1 L]
My, e §m
L |

Aim: Our goal is to obtain a global model, which is
equivalent to a model trained at a central cloud using all
datasets, even data distributed in N(=2) nodes.

Problem 1: Network structure is distributed
manner to scale service at any scale.
Problem 2: Non-homogeneous data subsets are placed

for each node. Training procedure is unstable due to
gradient drift.

Problem 3: Communication among nodes is in
asynchronous/sparse manner due to large-scale network.

in P2P

Conventional method: Averaging consensus
(D-SGD [1], FedAvg [2])

t+1

Gradient
Qra fent gt

Node #6
£o={3.5) Node #1

obal model

— Node #1
— Node #2
— Node #3
~ Node #N

Node #5
£=1{1.3.6} Hod

Asynchronous decentralized deep learning

Proposed algorithm: We solved a model variable constrained
minimization problem. Training is achieved by alternatingly
repeating (U) local node model updates and (X) exchange auxiliary
variables for progress w.r.t. making consensus between nodes. This
scheme is runnable on arbitrary network structure with
asynchronous communication. Proposed algorithm [3]

igorithm 1 PNV SGD/ADN SGD
i :

Formulation in proposed method

Z fi(w;) stowi=w; (j € £(i))

€N
Gradient

wi V'Wi

Consensus force

inf .
{wiliev} 1))/ (4 VG £ D). Local update

+1
n Exchange

(communic
ation)

Global model (PDMM SGD)

~0)3, (ADMM SGD)

15 end for
16 end for

Update/communication schedule example

Round 1 Round 2
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Node #3 [ KNIV E

Node #1
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Medical image analysis

We trained 14 different disease detection models using chest X-ray
datasets [4]. Image data were not transmitted from eight hospital nodes.

Node #N  IEIEIAIEA 4 M
Local update

{U[UJUTUTU]

1% Exchange (Communication)

(a)

(b) Total # of images: 47,117

Mass 1 Nodle | reumonia | Pneumothorsx
https://academictorrents.com

6,425

7,496

(Experimental

075

Detection accuracy for some diseases was
measured using Area Under curve of Receiver
Operating Characteristic (AUC-ROC).

- Conventional method (orange) did not attain

global model performance (green) due to

gradient drift.

Proposed method (blue) reached global model

performance (green) even though P1-P3 are

present.

- Detection accuracy for a part of disease was
practical level: AUC-ROC of 0.75 or higher for
e.g., emphysema, pneumothorax, cardiomegaly,
pleural effusion.

o065

AUC-ROC
Cross Entropy
'
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People flow reconstruction based on anonymous sensor data

08

Estimating risk of infection in a city

Abstract

We can measure the risk of infection in a city by knowing the movement routes of infected people, but collecting
information of people's movements infringes privacy. We thus propose a new method for estimating multiple routes on the
basis of anonymized passage information to estimate the risk of infection while preserving privacy. For a better
estimation, we need to choose more appropriate path patterns of people that correctly explain the anonymized passage
information. Therefore, we consider a movement model, estimate the transit probability between passage information, and
find the most likely set of routes efficiently on the basis of the model. It can improve the accuracy of the estimation.
Infectious disease control will be one of functions of smart cities to be realized in the future.By using our work, the risk of
infection can be estimated without collecting personal movement information.

Background

To prevent future outbreaks of infectious disease,

we need to measure the risk of infection in urban areas.

To do this, we want to know the movement routes of infected
people. However, collecting information of personal movements
infringes privacy.

Our Research

We estimate multiple trajectories of infected people

on the basis of anonymous passage information.

Framework

1. Deploy sensors at each intersection in a city and collect
anonymous passage information
(time, position, anonymous ID).
(Anonymous IDs change regularly and people’s movements can’t
be tracked.)

2. Determine if each passage information is from an
infected person on the basis of anonymous ID, and

obtain the list of infected people’s passage information.
(We don’t know who correspond to each passage information.)

3. Estimate multiple trajectories of infected people
by using the list of anonymous passage information.

Sensor that
records passage

Estimation route

x 9:00

\oute 1 ! I

Route 2

Passage information

x 10:05

ﬁ
9:30
10 00

900 9:30

10 00

10:05

Technical Points
Migration Tendency Transit Time
(Probability of going from A to B) x

(Probability density of taking 30 minutes)

9:30

. , x 9:00—.. :
Considering movement model A Probability : nghx B

(migration tendency, transit time), Probability : Low

(Probability of going
(Probability density o

AtoC) x
ing 5 minutes)

estimate the transit probability

between passage information.

Technical Problem

If many people are in the same place at the same time,
there exists a huge number of candidates for

a set of routes that explain the passage information.
It is difficult to list and examine all the candidates.

Solution

The problem of finding the most likely set of routes can be
efficiently solved by reducing it to the minimum cost flow
problem.

By “Pass through A" = “Arrive at A”+"Depart from A “, it can be
expressed as a problem of associating “Arrival” and “Departure”.

If we set the cost of associating “Arrival” and “Departure” as

— log (transit probability), the problem of minimizing the sum of
costs can be formulated as the minimum cost flow problem.

The association that minimizes the sum of cost corresponds to the
most likely set of routes.

Passage information
X1,X2, X3, Xy

X, = (A,8:45) X, = (B,8:452

start

Arrive at v;
at time ¢;.

aJniJedaq

p

X; = (€,9:00) X, = (D,9:10)

Depart from v;
at time t;

end
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Economic rationality makes cloud quantum computing reliable

09 Being greedy makes quantum computers work well

We consider cloud quantum computing and have proposed a method guaranteeing the correctness of the answer received
from a cloud-quantum-computing server. Since quantum computers are strongly affected by noises, it is indispensable to
realize such a method for practical cloud quantum computing. Previous methods work only under the assumption that a
verified quantum computer runs in a sufficiently short time or a user can perform quantum communication with the server.
By introducing the economic rationality, we have succeeded to remove these assumptions. Furthermore, our method can be
applied to a broader class of quantum-computing architectures than that of previous methods. We aim to incorporate
large-scale quantum computers into the existing worldwide network by developing our method, which makes it possible to
deliver the high computational capability of quantum computers to everyone all over the world.

Challenges to realize cloud quantum computing Limits of existing methods
« Although quantum computers have high computational The server generates a proof guaranteeing that the server runs
capability, they are strongly affected by noises. Since their his/her quantum computer as requested, and the user checks it.

maintenances require the specialized knowledge, it is
pragmatic to use them in the cloud service.
e ltis difficult for a user to verify whether the answer given by a
server is correct. For example, even if the server does not
use his/her quantum computer to solve the delegated task,
the user cannot notice it.

< Delegate a task —
<~ Generate a proof —

—— Answer & Proof —

In order to make it impossible to forge a proof even with a
quantum computer, a strong assumption or an additional
communication is required.

Existing method 1: it is based on a post-quantum cryptography.
Existing method 2: quantum communication is necessary.
Server User = There are many challenges to be solved for the realization®

Cloud quantum computing without proofs

Our result: By using economic rationality, we have proposed a guaranteeing method for cloud quantum computing.

Points

 Instead of generating and checking proofs, the user pays the
reward to the server depending on the received answer. Since the reward is maximized only when

+ We have constructed a calculation algorithm for the reward the server sends the correct answer,
such that the reward is maximized only when the server the rational server certainly sends
honestly behaves as instructed by the user.

«—— Delegate a task ——

Answer

» Our method can be applied to a broader class of quantum- the correct answer!
computing architectures than that of previous ones. (3% The maximum of the reward can be adjusted depending on the situation.)
|-Overvievv of our mathematical proof ‘
I @ We decompose the quantum computation D,
<~ Delegate a task — I into a huge number of easy calculations. lﬂpuoutput
Answer I @The user sglects and performs a single Each line denotes
| calculation uniformly at random. Then each process in
¥ | he/she uses the result to derive the value of quantum computing.
the reward for the server’s answer.
Pay the reward ® Since the randomness is included in ‘

step 2, there is a possibility that the value of O o

« | can receive the correct answer. | | the reward is inappropriate. However, we Althol:gﬁtthe user C;untgtm

+ No additional communication is | I have shown that the expected value of the  efficiently simulate all
required. | reward is maximized only when the server  processes simultaneously,

| sends the correct answer. itis possible for a single
process (red line).

| would like to maximize
the received reward.
= Economic rationality
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Neural rhetorical structure parsing with pseudo-labeled data

Revealing hidden structures behind sentences

Abstract

This poster presents a method to identify the hidden structures of documents. Each document has a rhetorical structure,
which expresses the relations among clauses. Since building a rhetorical structure parser is based on supervised learning, it
requires large amounts of manually annotated training data for accurate parsing. However, conventional methods suffer
from a lack of training data, resulting in poor performance because manual annotation is quite labor intensive. To tackle
this problem, we propose a method that uses silver data: automatically annotated pseudo-labeled data. We pre-trained the
parser with silver data and fine-tuned it with gold data: manually annotated data. Our experimental results demonstrated
that our method achieved the best performance. The new parser will contribute to various natural language processing
applications, such as machine translation and automatic summarization.

Rhetorical Structure Theory (RST)

RST represents relations among clauses in a
document by a labeled binary tree

Leaves of the tree: clauses
Nodes of the tree: span consisting clauses
Labels of the nodes: Role of the span
->Nucleus (N) / Satellite (S)
¥An “'S” modifies "N”
Labels of the edges: relation label between
two spans
—>18 classes:
Elaboration, Evidence, etc

Natural language processing applications such as
machine translations, automatic summarizations
require the trees

Difficulty of parsing

Document

Root

[l completed a good paper.]auset .
[It has worthwhile results] j,uses

[Although, | know it is not easy, ] auses

[and fluent English] auses

Enab.

Backl[the paper will be accepted

at the conferenceljauses

clauselclause2clause3clausedclauseb)
“'Span” is the default label for “'S”

It is hard to annotate large-scale data manually
since the annotation is labor-intensive

Only small dataset is available

Exploiting Pseudo labeled data

Unlabeled data

Learnin A
9 Teacher, >
Human made Teacher, \
gold data : \'_L
Teac.herK \ >

Teacher has good accuracy at
rhetorical label prediction

Teacher, Teacher,...Teachery

P Meth
e roposed Met od—\

Automatic parse tress )
Silver data

(Pseudo labeled data) Gold data
A A A A _
{'\I {\‘ .}\I (’\ l 2. Fine-tune
——>  Student
./"/\I ,,,,,,,,,,, .f)\. (\. 1. Pre-train
Student has good accuracy

at span and N/S predictions

Common
subtrees

\_

®  Pre-training with silver data,
Fine-tuning with gold data. )

SoDr. e N2

Effectiveness of our method

F-score (%)

Method \ Metric Fully-labeled Span +N/S label +Rel. label
_Teacher[Wang+‘|7] 58.8 86.0 72.4 59.7 Fully-labeled score is improved
Student [Kobayashi+20] 59.6 87.1 74.6 60.0- by the gain of relation labeling
Proposed method 62.6° 87.1 75.0 63.47

This is a collaborative research project between Okumura Lab. at Tokyo Institute of Technology and NTT CS labs.

References

[11 N. Koabayashi, T. Hirao, H. Kamigaito, M. Okumura, M. Nagata, “Improving Neural RST Parsing Model with Silver Agreement
Subtrees,” in Proc. 2021 Annual Conference of the Noth American Chapter of the Association for Computational Linguistics, 2021.

Contact

Tsutomu Hirao / Linguistic Intelligence Research Group, Innovative Communication Laboratory

Email: cs-openhouse-ml@hco.ntt.co.jp


mailto:cs-openhouse-ml@hco.ntt.co.jp

Fusing two experts for enhancing their specialties

1 1 Two experts, one result
Abstract

Although dialogue services sometimes require operators with expertise in multiple fields, such people are rare (e.g., travel
guides for foreigners need both travel guide skills and foreign language skills). We focus on a collaboration style in which
operators with different fields of expertise work together to solve advanced problems and grow through practice. We
focus on a style in which two operators interact with a user as if they were a single operator. Our proposed style enables
operators to provide advanced services across multiple fields, to collaborate smoothly, and to learn from each other. By
building a dialogue service that allows collaboration among diverse human resources, we will achieve more advanced
dialogue services and create a society that supports the employment and growth of many people.

1. Dialogue services with experts 2. Lack of experts with multiple skills

® Dialogue with experts is effective for

® Although services require multiple skills,

| Legal advice |
| English advice |

solving problems. operators with multiple skills are rare.  operator
(ex. travel guides, customer service) Legal + English
® We'n.eed a variety of experts to meet Services OK! expert
individual needs. Coaal advi a ..............................
€gal advice ' :  Legal expert X
Services Operator in English Mreisssesssseasssaassseaseen
English expert :X

Legal expert |

- |
m) | English expert |

® Collaboration of multiple operatorSW|th ....... «l
different expertise and training them is crucial

3. Collaboration style: two experts playing one role
(1) Provide advanced dialogue services across multiple skills and (2) train operators

| only know part of it. ‘?

LI
-

A4
| want to learn more.

BProposed style

Two-person-one-role

share an “expert” chat
account and take turns
depending on topic.

method: Two operators

@ Achieve travel guides requiring multiple skills
Osaka prefecture expert + Nara prefecture expert
= Osaka + Nara prefectures expert

User
What place do you recommend in Osaka and

Two experts
in one role

Merit @

Operators learn
from each other to
develop their skills.

Merit @

Provide advanced
dialogue services
(A+B)

Acknowledgements : This work was supported by JST-Mirai Program Grant Number JPMJMI18C6, Japan.

Expert of B

Nara?

“Expert” (two-person-one-role)

In Osaka, | recommend Osaka Castle Park.
(response by Osaka expert)

In Nara, Nara Park is a great place to visit. You
can see some deer. (response by Nara
expert)

@ Easy for operators to learn different skills
Operator's satisfaction of learning improved more in
proposed style than chatting without sharing account

L (two operators chat as different people).
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Bridging doctor-patient rapport through a chatbot

1 2 Can a chatbot mediate trust between humans?

Abstract

For mental health professionals (MHP) to understand patients’ mental health, it is critical that patients engage in deep
self-disclosure. However, people tend to avoid revealing their vulnerabilities for fear of being judged by others. Chatbots
show great potential in this domain because prior research has shown that people tend to disclose symptoms of depression
more truthfully when talking to a chatbot than when talking to a human interviewer. Our work extends this prior work by
proposing a novel approach to facilitate people's self-disclosure to MHPs through chatbots. We designed, implemented and
evaluated a chatbot that elicits deep self-disclosure and promotes trust-building between users and the MHPs. Results
show that people were more willing to share their self-disclosure content with MHPs through the chatbot, which suggests

the promise of our approach.

Issues of isolation and loneliness

Prevalence of communication
technology = increase of
weak relationships,
Isolation, and loneliness

By connecting users with
real experts, we aim to
create an environment
where it is easy to ask for
help.

Trust transfer function

Feature 1

Develop trust with Chatbot
Reciprocal disclosure
between users and chatbot

Feature 2
Transfer trust to Doctor

Chatbot talks about good
experiences with the

doctor

User Study and Evaluation

User Study

1 think so

Hi

o W E 8l i M Y | [© B

Al S o] B 6] | ) (K| L

15 minute daily chat

Trust in chatbot :
Condition M) = Condition 2)

Trust in MHP :
Condition @ < Condition 2)

Participants in Condition @
were motivated to share
contents of their disclosure
with the doctor.

N

Showed potential for
chatbot to transfer
trust among humans

Because | was nervous for a
upcoming exam

47 participants, 4 weeks One-hour Online interview

{ Condition @ : Only Feature 1

Condition @ : Both Feature 1 and Feature 2

I Without trust-transfer feature
[E With trust-transfer feature

ZII “

Chatbot Doctor
Fig: Questionnaire results

o

o

|2A8] IsnJ} panIadiad
(YSiy LA 1 ~ —~mo| KIon: = )
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Development of transformer-based conversational systems

1 3 Recipes for enjoy-talking conversational systems

Abstract

We are studying a social dialogue system that satisfies people's desire for dialogue through natural conversation.

We have developed a deep-learning-based Japanese social dialogue system, which is pre-trained with the largest-scale
Japanese dialogue data obtained from Twitter and fine-tuned with high-quality dialogue data that NTT has cultivated over
many years of research. We also conducted a quantitative analysis of the utterances of the constructed system and
identified remaining issues such as contradictions and discontinuous topics.

We believe that the desire to communicate with others is one of our fundamental desires. We aim to realize a social
dialogue system as a partner that continuously satisfies this need for dialogue.

logue systems chatting with people Issues of conventional systems

. . Even a natural utterance as a one-turn response may become
Dialogue systems are recently expected as daily unnatural when considering the context.

conversational partners. » Too many combinations of utterances complicate considering

» Anytime, anywhere contexts without appropriately abstracting the meaning of words.
(With no limitation of time and

places)
* Relaxing, ease
(No need to be shy nor to worry
about the other's evaluation)

K >

‘ + Deep topics

.9 (Easy to talk about private
=

: topics and fine-grained favorites) ’ ==
Deep-learning-based dialogue system Finetune with dialogue Finetune with dialogue

(I can't eat ramen because of Natural response if
sugar restriction recently. . \we look only this turn

It’s too hard you can't eat it.

O ———————————— -

\,Ah, | want to eat ramen. gj

I
1

I 1 think the taste of ramen heavily
L depends on soup.

. . . about profile about favotites
Deep—le.ar_nlng—based fjlalogue systems W|th huge-scale System User | [ System User
pre-training* are rapidly developed in English. Hello, Thank you and best regards Yl el 7aw e et R, B e

*Pre-training: A method to learn sentence naturalness or rough ' ' have any hobbies?
response patterns using huge data in advance. It shows a good — - Hello. My hobby is watching "How about
performance in machine translation and question answering. Icé tomeet you: Wednesday".
= It dramatical Iy improved dia|09ue systems’ performance by I'm an esthetician. What do you do for a How about Wednesday? | love it. Which
realizing highly natural sentence generation and highly living? series do you like?
accurate abstraction of the meaning of words.
) I'm an of fice worker. I like the confrontational archipelago.
Pre-training | Finetune : . .
h 9 desirable You look busy with work. What do you do That’s a masterpiece! | like Europe
rough response responses on your days off? revenge. Do you have a favorite episode?
relationships resp -
d sentence with small but | burst lout laughing no ma‘Fter how
an high-quality | sleep on my days off. many times | watch the episode that Mr.
naturalness ) data Yasuda reverses.
n | see. | love my pet rabbit. Do you have a Yasuda is interesting! | also like the
Huge-scale dialog Pre—tra.med que[ pet? combination with Yo Oizumi.
i Contains basic
data (over billion NLP functi d
utterance pairs) unctions an | don't have one. The rabbit is cute! Yeah. Their talk is great.
\_commonsense. J
. . ‘ Isg,b:::‘)soothing. Colvellialelany | laughed at the laughter of Yo Oizumi.
NTT Initiatives :

\

+ Development of the largest deep-learning-based Japanese social dialogue system - P P :
+ Model Size: 1.6 billion Parameters (3 times larger than the existing Japanese model) Awarded Fhe h'ghESt p”z_e in the
+ Pre-training data: 2.1 billion pairs, 512 GB Twitter reply pairs 3rd dialogue system live
» Finetune data: 200,000 pairs of high-quality dialog data (accumulated by NTT in past studies) competition, where social dialogue
» Error analysis of unnatural utterances
+ Most of the utterances are natural, but about 7% of the utterances are strongly unnatural. systems competed.

+ Subjective evaluation significantly decreased when contradictions, topic skipping, or This study was supported by the Grant-in-Aid for Scientific Research on
. . Innovative Areas “Communicative intelligent systems towards a human-
utterances that differ from the facts are included. machine symbiotic society” (Issue No. 19 H05693).

"Artificial Neural Network with Chip" by Ch'enMeng is licensed under CC BY 2.0
T —
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Non-contact sound measurement by precision interferometry

1 4 Detecting faint sound by light

Abstract

Optical measurement methods have been attracting attention to realize various sound measurements that are difficult to
achieve with microphones. In this research, in collaboration with the Quantum Optical Physics Research Group of the NTT
Basic Research Laboratories, we have developed a sound field measurement technique with much lower noise than
conventional methods using precision optical measurement technology. Focusing on the difference in physical
characteristics between sound and noise components, we proposed a sound measurement technique using a differential
midfringe locked interferometer that reduces noise while maximizing sensitivity to sound. By combining this technology
with high-stability laser technology, the amplitude of measurement noise has been reduced to 1/30 compared to
conventional methods. By applying the precision measurement technology cultivated in optics, we will realize the next-
generation sound measurements such as 3D sound-field measurement, remote sensing, and ultra-high precision
measurement.

What happens with sound and light? Proposed method

| Measurement noise is reduced to 1/30 of
conventional optical measurement methods.

Conventional

Optical technology makes it possible
to observe sound remotely and

without contact. It is expected to be
applied to high spatial resolution

Conventional
optical method

Conventional
optical method

Improvement

T

methods are unable
to measure small
sounds due to noise.

measurement and remote sensing.

Proposed
method The proposed
Precision method enables
microphone

measurements in
various situations.

Interferometer

‘f‘ Laser

Low Signal-to-noise ratio High

The fluctuation of light due to sound is
tiny, and it has been challenging to detect
faint sounds with light. In this study, we
have achieved the world's lowest noise
level by combining a differential
midfringe locked interferometer with
ultra-stable laser technology.

Detector

Phase of light \

fluctuates 7

with sound <
Future prospects

We realize the next generation of acoustic measurement

e.g., Non-contact Features of optical Applications
measurement of measurement . o
weak sound High precision  Sound VR
¥ Non- | o . Highly measurement  Aeroacoustic
contact ' o°°¢ | stable Acoustic  measurement
Capable of directly Phenomena .
capturing the ) Sound-field Remote sensing
S sound propagation. High  Controll  Image imaging Noise
Visualization of speed able sensor visualization
sound wave Multimodal sensing
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Joint signal separation, dereverberation and noise reduction

1 5 Extracting voices out of noise & reverberation

Abstract

To enable such audio devices as smart speakers to accurately recognize human voices in real-world environments, we must
reduce the noise and reverberation from the signals observed by microphones and extract each individual’s voice. State-of-
the-art (SOTA) technology addresses this problem by sequentially applying the following three techniques: (a)
dereverberation, (b) source separation, and (c) denoising. However, SOTA is ineffective in noisy reverberant conditions
because all three techniques, (a), (b), and (c), are optimized individually without considering the overall performance. In
this exhibit, we introduce a new technology that jointly optimizes (a), (b), and (c) to maximize the quality of the output
audio. Our new technology significantly improves the speech recognition performance compared to the SOTA method. It
will contribute to a more convenient world where people and computers can interact smoothly in our daily environments,
including train stations, streets, and shopping malls.

Speech Extraction from Microphone Recordings

Computers struggle to accurately recognize audio signals
recorded by distant microphones

High level of (a) Dereverberation
Multi people talking simultaneously | (b) Source separation
High level of background noise (c) Denoising

We accurately extract each individual’s voice
using signal processing technologies

Background noise

¥ NTT's CHIME3 technology remains

Problem of SOTA technique & our result [ widely used SOTA technology

Signal observed

by multiple mics Three technologies are applied one-by-one

Clean speech

X State- e (@) (b) Source Spk 1 © ok 1 e Problem: Not optimized
of-the-art ia —| Dereverb separation |——| Denoising | Spk 2 4 for overall performance,
(SOTA) *es — ' P Spk 2 9 p +#  poor audio quality
Clues ® ® Clues @ ® Clue ®

- Can be optimized t
Proposed m — Integrated system that jointly solves ~— ——Spk 1 %+ mzzirﬁfgqlgllffy °

approach sus —— (a) Dereverb, (b) Separation, (c) Denoising | Spk2 4ds &  of output voices
Clues @, @, ®

Proposed framework unifies (a), (b), and (c)

Speech recognition Speakers | 2
performance [%] Mics 8

Clue @ Different time intervals are not similar (independent)

Sl e

Clue @: Different signals . 77
\ , are independent of each other -
Clue @: Voice intensity is time-varying (nonstationary) ®° SOTA Proposed 1 Proposed 2

. . . (Signal process.) (Signal process. + DNN*)
> Integrate (a), (b), and (c) by simultaneously considering all three clues
9 ( )’ ( )’ ( ) Y Y 9 *When estimating part of a probabilistic model using DNN
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Crossmodal learning for concept acquisition of human movements

1 6 Al that acquires knowledge just by watching TV

We developed a crossmodal learning method that can acquire "concepts" corresponding to specific objects and events on
unlabeled audio and video signals. Achieving it in an unsupervised way is particularly important, since it is generally
difficult to manually label all the objects and events appearing in audio-visual data for supervised learning. Our main idea
was identifying concepts by looking at them from different modalities, just like looking at objects from different angles.
To efficiently detect and utilize temporal co-occurrences of audio and video information, we employed a guided attention
scheme. Experiments using real TV broadcasts of sumo wrestling with live commentaries show that our method can
automatically associate specific athlete techniques and its spoken descriptions without any manual annotations. We are
aiming for a future in which Al can acquire knowledge autonomously by just watching and listening to everyday scenes, or
watching TV.

Crossmodal concept acquisition Learning method and results

Acquire “concepts” by learning semantic Method: train parameters of audio/visual encoders to
associations based on co-occurrences across optimize a ranking-based criterion

different modalities in unsupervised manner Audio/video pair

(synchronized) Visual feat Share(_j
- isual feature embedding

encoder) _’44 4 _______ fOpace

(3D CNN Time g Such that pairs

Images = oo
9
e Lots of

Speech ool ,m, Hod l {audio—visual
p P 10-s video similar in this

A delicious apple! Peels the apple. A new apple juice Audio feature space than

i Audio K mismatched
Learning - —— | encoder _, I I I ........ & pairs.
©)

Apply to (2D CNN)

Concept [ information 10-s audio Time —
(common feature H = Apple » retrieval and
representation) extraction Point: compute similarity matrix between visual and

Al that acquires knowledge just by watching TV  |audio features so that matrix becomes nearly diagonal
Demonstrated feasibility of Windmill Visual feature .2

concept acquisition by associating visual @/\" 1" M @ g
objects with spoken words [1][2] L s

are more

ime ax
. ofvideo

Similarity D Sum. Similarit
. _’. y
matrix

Time =——> = score
Concept acquisition of human movements F I N R = 10 efficiently use the temporal
Time axis proximity of the moving pictures
Utilize temporal proximity of spoken words I I I ' _ Ofaudio a;‘d —
. . . Time —
appearing close to human movements in time Element-wise product
TV broadcasts of sumo wrestling with live commentaries Results: implicitly learned underlying concepts of
i S % s o % m.! athlete movements in sumo bouts
‘ NS (i) [Skat (i ‘ q Similarity matrix between Concept retrieval (Recall score)
o [l . | d . f . Ui . )
Spectrogram of live commentaries Time m— visual and audio features Audio-to-video retrieval:
Improved from 0.08 to 0.36
m e
Oshi-dashi @
“Ready go!” “Frontal attack” ™., “Oshi-dashi” Vid T/ |
« : ‘ " ideo-to-audio retrieval:
Hard push against the opponents upper body “Frontal attack®  “Oshi-dashi® mproved from 0.04 to 0.29

Introduce “guided attention” scheme along time tg “experimental conditions:
capture spath'temporal correspondence [3] - 1,218 matches of NHK broadcast video of grand sumo tournamentsin which the winners were

determined by nine frequent winning techniques (1,128 for training and 90 for validation)
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Emotional voice conversion via facial expression recognition

1 7 Real-time speech emotion contololler using face

Abstract

There are many kinds of physical or mental barriers that prevent individuals from smooth verbal communication. One key
technique to overcome some of these barriers is voice conversion (VC), a technique to convert para/non-linguistic
information contained in a given utterance without changing the linguistic information. Here, we propose a crossmodal
voice control system, which offers a way to control the vocal expression of emotion in speech through the facial
expression in a face image. The proposed system consists of performing facial expression recognition (FER) followed by VC.
For VC, we have developed a method based on sequence-to-sequence (S2S) learning, which is designed to convert the
prosodic features as well as the voice characteristics in speech conditioned on the output of the FER system. We believe
that this work can provide some insight on what it is like to be able to control our voice through different modalities.

Communication augmentation system Voice expression control through face
Using voice conversion (VC) technique to help overcome Crossmodal voice time
barriers that prevent us from smooth communication control consisting of Voice
Sender Real-time conversion Recei izgi)aglnei)t(i%r:zsrjgnvc Face
_ to different styles necever IMage
Real-Time

DeepEmotion + \

S2S-VC

\
=== )))) &’ i \

to make communication smoother '- Voice DD DDDD \\”

Core techniques emmmEmemmemeemmeememememeeeeeemeeeeen ]

Sequence-to-sequence VC / I Converted features \
mSequence-to-sequence (S2S) learning ) Feedback = according to Emotion class Y
« Offers a general framework for I Vocoh :‘\
transforming one sequence :: Probabilities about attention I
into another variable length sequence I for source speech sequence I
» Encoder/decoder structure and attention . \
mechanism make it possible to learn I Targe Deco Converted :
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Touched places detection using heat traces by thermography

1 8 Visualizing touched places for Corona prevention

Abstract

One effective infection prevention method is regularly disinfecting the environmental surfaces of public areas. However,
no method currently identifies where and how much others have touched a particular door or shelf. This exhibition
introduces a visualization system that identifies touched places by overlay projection. When a person touches an object,
her hand’s heat remains on its surface. This heat trace can be captured by thermography cameras. By combining Near
Infrared (NIR) and thermography cameras, we can detect the touched places with a light algorithm. This technology enables
us to identify the objects or places that others have touched, although the virus itself remains invisible to the naked eye.
We believe that our system will help relieve anxiety during the COVID-19 pandemic. It will also enable us to gather
statistics and data about the places touched by people and improve the efficiency of disinfection activities.

COVID-19 related anxiety Touched-places detection using heat traces

Infection prevention OHeat from hands
OHands = washing and sanitizing remains on object
OAir - ventilation surfaces after they
OEnvironmental surfaces (public areas) are removed.
ORegular disinfection steps O Touched places can .
O Where and how much did others be detected by heat WS R
touch? traces captured by v E 7i
Visualizes touched places thermography. N
—r Hea (L

System architecture OLight algorithm to detect heat traces by combining

T thermography and NIR cameras.
DSeparate Wave_lengths simplify (1) Compares their background images
image processing

2 h h I h I
OVisible: information projection (2) Detects heat trace that only appear on therma

; p images.
ONIR: capturing people’s movements
(no influence from projector) OEnable us to identify the touched places by others.

OFIR: capturing heat trace
Visible (400 - 780nm)

——O
/

. . Near Infrared (NIR) ‘ /™ ‘ o | |
Overlay projection ; 800 - 1000 nm) E E‘_ |
NiRlight Pl P = B ]
D NIR Sensor board | ] e

i .l \
camera | m NIR image NIR background image NIR difference image
Thermal | o e
camera 3

Far Infrared (FIR) 8 — 14 um) Tﬁermal imége Thermal background image

Detect heat trace (1)
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thermal difference
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Compares
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images

Thermal difference image
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Biomedical sound analysis utilizing physical characteristics

Telestethoscope: Looking into Body by Listening

Abstract

As a basic research toward providing a person with an enhanced sense of well-being, such as early detection of diseases, we

developed a wearable acoustic sensor array system that can collect sounds from various parts of the human body and send
the signals remotely to a receiver terminal, which is equipped with 18 acoustic sensors inside an examination vest. When
the system comes into practical use for medical care, a medical practitioner will be able to listen to sounds from various
locations on the patient's body without having to make direct physical contact with the patient or use of a traditional
stethoscope, which will be useful in online medical examinations. This system is also expected to play a role, potentially in
combination with other information sources, in the research and development of new medical techniques such as the
visualization of physical states and direct translation from body sounds into explanatory sentences.

Tele-auscultation / Al auscultation

We developed a wearable sensor array system, named telestethoscope, equipped
with 18 acoustic sensors that can collect sounds from various parts of the human
body and send the signals remotely to a receiver terminal.

We aim for its applications to:

- Tele-auscultation (by medical personnel)

- Al auscultation (by computers, that is, automatic “Qur approach is characterized

based on the sounds and other sources of properties and laws.

estimation and prediction of physical condition ™ by attempts to exploit physical

information)
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Examination vest

Sound source estimation

Valvular motion model
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Sound-based visualization and explanation

Visualize 3D heart shapes based on the heart states
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Prediction and demonstration via life history theory

20 Is falling birthrate related to population density?

Abstract

Low birthrates and increased longevity are critical social problems. This study approaches the issue from a biological
perspective. By analyzing such public statistical data as census information, we found that in Japan, some areas, which
have high population densities, also tend to have low fertility rates and extended longevity. This idea may reflect the fact
that in highly competitive situations, the number of children will be reduced to allow greater investment for child to
increase the chance for success. Declining birthrates are often discussed in terms of childbirth and childcare systems,
employment, and economic conditions. Perhaps this phenomenon should be studied from multifaceted perspectives to gain
basic knowledge for planning essential solutions.

Low Birthrate and Longevity Dense Prefectureshave SLOW LHS

Trendsin Birthrates (Source: World Bank)

Low birthrates and greater longevity - Parents must consider the potential competition faced by their children.

are occurring worldwide. Where competition is intense, a greater nurturing investment is required to

! : ) : @ ensure a child's success. The number of children will decrease in response to
Since this happens even in such different = . :
- , ) £+ NAMIEA increased investment per child.
social situations as politics, economics, &
and culture, we assume some factors are Intensity of competition can be approximated by population density.
shared by all humans. : TAPAN

The more people in a region, the more competition they will experience.

LLELSLLLLILPPF LS EE P

This research focuses on human beings as living organisms. The more densely populated the prefecture, the slower its life history.
Since low birthrates and greater longevity are complex social issues, they must This idea is consistent with Sng et al. (2017) who analyzed countries and
be examined from a variety of perspectives and their solutions must be widely regions around the world and the 5o U.S. states. Effect of population density
discussed. This research focuses on biological perspectives as basic knowledge. remained--even after adjusting for income per capita.

Life History Strategies: Fastand Slow LI A oo

Income per capita: B=2.22""
Life history strategy (LHS):

Kanaga;va
an evolutionary biological theory that studies how organisms allocate their
time and resources in reproduction and growth. e
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Variance exists between people who have fast/slow life history strategies. Population Density [Logarithm]

Analyzing public statistical data

A greater survival risk suggests a faster LHS. This idea can be interpreted as
a faster LHS, since child mortality was higher when medical care was more Towardthe Future
primitive.
Today, declining birthrates are often attributed to such social economic situations
Low birthrates and extended longevity may be caused by people as childbirth/childcare assistance, employment, and economic conditions.
changing to a slower life history. Perhaps these are not the only causes. Future human societies must investigate

essential causes and devise solutions through multidimensional analysis.

"WT and TK rat photo" by Functional Neurogenesis is licensed with CC BY 2.0 "Mother and child" by kBandara is licensed with CC BY 2.0.
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Magnetact: A Magnetic force-based Tactile technology

2 1 Moves of magnetic fields, Moves by magnetic fields

Abstract

Magnetact is a magnetic tactile technology that does not require any power supply or wiring to present a tactile sensation.
The specific patterned magnetic rubber sheets present a unique tactile texture when they are rubbed together. However,
it takes time to magnetize the kind of detailed lattice pattern of S/N poles that can provide a selective tactile
presentation. Therefore, we invented a new method for generating complex geometric magnetic patterns by layering
multiple magnetic rubber sheets with simple magnetic patterns. Moreover, the superposed magnetic lattice patterns can be
dynamically changed by rotating the layered magnetic sheets. This method resolves the tradeoff between the complexity
of the magnetized pattern and the time required for magnetization.

The Magnetact technology is expected to be applied to a variety of tactile experiences, including in online tactile
workshops, portable tactile picture books, and low-cost tactile VR experiences.

Magnetact: A Magnetic Tactile Technology] Dynamic Change of Magnetic Fields

= Magnetact is a magnetic force-
) based tactile technology. By
magnetizing specific magnetic
patterns on a magnetic rubber
sheet, it presents unique tactile
textures when the sheets are
rubbed together.

Pattern Superposition by Overlaying Magnets

Pattern A Patt Displayed . .
textures It is relatively easy to
Selective —_— magnetize a simple stripe
GERHIE Zaemat: pattern of S/N poles on the

sheet, but it takes time to
magnetize the kind of

+F — detailed lattice pattern
Smm; © Amm that can provide a selective
g+ — tactile presentation.

Smm, ' 8mm ~

To solve this problem, we have established a method to
generate complex geometric magnetic patterns by
layering multiple magnetic rubber sheets of appropriate
thicknesses. This method shortens the construction time
of complex magnetic patterns to about 1/7 that of the
machine magnetizing method.

Moreover, the superposed magnetic patterns can be
changed by rotating the layered sheets.

Magnetic patterns visualized with magnetic viewing film
overlay o e 02006240806.00600, 1 11 This evolution of Magnetact resolves the tradeoff

5.0, 9 ‘ { between the complexity of the magnetized pattern
and the time required for magnetization. It is
expected to enable online tactile workshops,

portable tactile picture books, and low-cost tactile
VR experiences.

(upper t;) 0.31 mm
(lower t;) 1.52 mm
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Simple method for modulating tactile texture

2 2 Make hard objects soft, make rough objects smooth

To artificially present rich tactile textures, a tactile display that can modulate tactile textures such as hardness and
roughness of various daily objects is necessary. In this study, we focused on a tactile illusion, named the ‘velvet hand
illusion” (VHI), which could be used to modulate tactile textures in a simple setup. We evaluated tactile textures during the
VHI qualitatively and quantitatively and found that the VHI is a phenomenon wherein the tactile texture of metallic wires
being touched was perceived to be softer than it actually is, with the tactile texture of cloth. Based on the findings, we
developed the rotating-frame method wherein tactile textures of arbitrary objects can be modulated to seem softer and
smoother than they actually are. Since the proposed method can be applied to the tactile textures of daily objects, it is
expected that the method could be used in various application scenes such as product design and in-store demonstrations.

Investigating tactile perception -We evaluated tactile textures during VHI by comparing them

. . . with tactile textures for various daily materials.
durmg the velvet hand illusion -When feeling stronger VHI, the texture of wires between both

hands was perceived to be softer and warmer as if it was cloth.

Velvet Hand lllusion (VHI)

4Results of the
similarities of
tactile textures
sensed during VHI
and various actual
daily materials

Tactile textures
during stronger VHI

were similar to those = |
of boa and felt.

Tactile textures
- during the
weakest VHI
were similar to
those of wires.

When sandwiching moving wires between both hands, =
one feels an unexpected tactile texture that is clearly
different from that of moving wires. [Mochiyama et al., 20051

Extending VHI-like modulation -We developed a method of inducing VHI-like modulation of
tactile textures for various objects.

-The method can modulate tactile textures for various objects
to seem softer and smoother than they actually are.

from wire to arbitrary objects

Rotating-frame method (RFM)

Unlike moving wires which cross

Sponge
over the contact area between the
object and a user’s hand, the RFM *j

Vallows the constant contact area.

. . RFM
Cardboard frame Results visualizing
THEY the RFM’s modulation

Al mul of tactile textures REM Carpet ' Glass
Object for various objects

The tactile texture of an arbitrary object can be f:lll')f;: 8
modulated when a rotating frame is sandwiched

between an object and a user’s hand.
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Reconstructing empathic communication that allows people to share feelings even in the remote age, by designing 3
frameworks as a solution. We have created a system called “remote high-five” through which families in remote areas can
exchange “high fives” during sports events. As a framework for realizing empathic communication in society, we arranged
three elements—namely, design of the story (including the people who experience it and the flow of the experience),
technology that supports tactile transmission, and context that inclusively involves all parties—and were able to show the
effectiveness of the “remote high-five” system with an example. We aim to create a society in which anyone can
communicate with each other and feel that they are together even if the people are far apart.

What is “empathic communication”? An example of empathic communication

Owing to the novel coronavirus pandemic, conventional physical communication | At the All Japan Fencing Championships, we created a remote
between people is being lost. In such a remote-communication era, it is important to | “high-five experience” (called “remote high-five”) through which
reconstruct empathic communication that shares people’s feelings. For that | people share joy and support even when they are far away, by
purpose, it is essential to design three frameworks: experience, technology, and | sending vibrations and images via communication and sharing
collaboration. emotions.

_ bl i SpeCtatorS)

It is important to design those frameworks in consideration of who the experiencer is and
the timing of the peaks of the experience. During this fencing bout, family members in
separate remote locations at the time of the bout could share the momentary feelings that Pi a

) ! i fencing ar
they most wanted to convey to each other at the two “peak” times, namely, just before and ste|(fencing area)
just after the bout.

" " " Emotion curve of | Design of time how to create the feeling of being
experience together now even though you are physically apart
" Fencer Immediately after the bout

Emotion Just before the bout

(mother)

@
\ ' Son
& < « Explanation before the experience bout After the event

To realize this experience, we need the technology to support
it. So we are working on standardizing the transmission of

L}

Player B
J

tactile-vibration signals in conjunction with audio. Specifically, HEH
- we contributed to the multimedia extensionof IEC 60958-5
Story Design (published in February 2021), an international standard for . .
digital audio interfaces, in regard to specifying the Communication

transmission of tactile-vibration signals and the

correspondence between channel number and vibration position. Transmit vibration and video

Haptic transmission

Fencer B
Supporting

Contextual Design

It is important to realize experience on the basis of (i) the background and purpose of each of
the people involved and (ii) have a unified awareness of the overall direction. The framework
for collaboration is established when all parties involved are empathetic to the story and
involved in the design of the experience.
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All Japan Fencing Actually used device “remote high-five”
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v
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[1] H. Hayakawa, R. Owaki, T. Ishikawa, K. Minamizawa, Y. Tanaka, K. Komazaki, Y. Kamamoto, J. Watanabe, “Proposal of Interactive
Visuo-Audio-Tactile Media “Public Booth for Vibrotactile Communication” for Telecommunication with High Presence The virtual

reality society of japan, Vol. 25, No. 4, 2020.
[2] J. Watanabe, “The Institute of Electrical Engineers of Japan,” Vol. 141, No. 2, 2021.

Kakagu Komazaki, Junji Watanabe / Sensory Resonance Research Group, Human Information Science Laboratory
Yutaka Kamamoto / Computing Theory Research Group, Media Information Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp


mailto:cs-openhouse-ml@hco.ntt.co.jp

Oxytocin as a neural regulator of maternal implicit approach

24 Why do mothers approach to infants'

“crying”?

Abstract

It is well known that infant vocalizations, crying in particular, enhance maternal motivation to provide care and induces
maternal approach. However, the mechanism has not been clarified. In this study, we examined which infant vocalization
induces maternal approach and what neural factor regulates it. We measured the position of the center of pressure of
mothers to evaluate their natural and implicit movement when they listened to infant voice stimuli. We took saliva samples
from them to measure levels of oxytocin, one of the neural hormones that represent mental states. We found that mothers

(7]

approached infants

crying” because it raised a strong sense of “urgency.” The approach distance for crying was negatively

correlated with their oxytocin levels. We think our study will help establish home-scale well-being, and finally, social well-

being.

1. Implicitmaternalapproachto infantvoices

Purpose of this study

Infant vocalizations affect maternal emotion and
behaviors.

Crying
‘%’ ~

Which induces maternal approach?

Laughing
Whatvocalizationinduces maternal approach?
Whatneural factorregulates maternalapproach?
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3. Mothersimplicitlyapproachto “crying”.
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Analysis of behavior

* Presentation of infants’ voice (crying or laughing)

* Evaluation of maternal implicit movement (center of pressure)
Seeking the mechanisms

* Voice stimuli-induced emotion (e.g., urgency, valence)

* Individual difference in neural factor of mental state (oxytocin)
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Relation between microsaccades and auditory spatial attention

2 5 Auditory attention that appears in the eye

Abstract

The eyes reflect various states of mind. It is known that gaze directed to an object of interest, but also that
microsaccades, involuntary tiny eye movements, reflect the visual covert attention. Here, we investigated the relationship
between microsaccades and spatial auditory attention. We found that microsaccades reflect the direction of auditory
attention during a dichotic selective attention task and are also associated with task performance. Although many previous
studies have already shown a link between microsaccades and visual attention, this study showed that they are also linked
to auditory attention processes. We believe that this finding will lead to the development of technology for estimating
attention states that vary spontaneously and instantaneously (e.g., estimating information such as the voice to which a
person is paying attention at the party). We also hope that this result encourages future studies to elucidate the
mechanisms of how our auditory system coordinates spatial attention.

Significance Microsaccade bias contralateral to attention
P Tiny saccadic eye movements, called microsaccades
. . o . K~ Sum the MS count
reflect the direction of auditory attention. S (\
This study showed the possibility of tracking listener’s g ~ 0.6 * %%
: ; ) o
attention states by analyzing the properties of 3 L2
microsaccades. £ = N\
oS S G SR S
What is a “microsaccade”? €405 }
sz
A tiny involuntary saccadic eye movement that S5E
occurs even when fixating on one point = 0‘—:
CE R1
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= < 2
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(device for eye measures) / Relationship between microsaccades and task
@ performance (reaction time)
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Left Right ) — Trials with short reaction time
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Microsaccade amplitude

Dichotic selective attention task

Q1: Do microsaccade reflect auditory attention direction?
Q2: Do microsaccade reflect attention level (task performance)?

Sound sequence presented dichotically = Three conditions:
1. Attend to left sound

2. Attend to right sound Contralateral
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E;(:::r:g(lie 1 Target sounds (white noise) presented randomly *
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. * A)For both short and long RT trials, microsaccades

L — — i \ \
o Time were biased opposite to the target.

n When targets presented to attended ear : . . . .
qﬂ“]() N B) For long RT trials, microsaccade bias ipsilateral to
the target was observed.
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Professional drivers always blink at the same time over laps

26 Blink pattern of elite car race drivers

Abstract

How do formula car drivers process the stream of information from the external world during ultra-high-speed driving? In
this study, we focused on spontaneous blinking and captured the dynamic changes in the psychological and cognitive states
that top Japanese drivers exhibit when driving around a circuit. As the lap speed increased, the drivers blinked at particular
locations on the track and these locations were common between the drivers. We revealed for the first time that racers
adjust their psychological and cognitive states to control their cars in distinct areas on the track with increasing lap
speed. In future, we aim to decode these states that even professionals themselves do not understand through the
unconscious physiological phenomena. By clarifying the implicit information processing occurring in the brain that leads to
superior performance, we pursue a society where people can easily improve their desired skills.

Quantification of cognitive/psychological metrics Spontaneous blinks reflect psychological and cognitive
in sports states
It is difficult to examine athletes’ psychological and cognitive The frequency of spontaneous blinking is known to vary
states based on the measurement of conventional metrics of with emotion and task. For example,
performance. . ) .
— ; uency+ Reading Task -> Blink Frequency-
‘ Conventional Performance ‘ Cognltlves/fasty:hologlcal

Attention

Blinks may capture psychological and cognitive states.

Easy to quantify Difficult to quantify
Blink patterns during race car (formula car) driving
Q: What is the relationship between driving
Assume that similar blink behaviors occur when drivers are in similar performance and blink synchronicity?
psychological and cognitive states.
Q: Do they blink at similar locations during lap iterations? 2w E
(synchronization) 2 § 2.5 i
£5 1120
= 1.5
Driver A @ @ @ @ oz .
o o 2% 3
B 1.0 : ,
Slow Medium fast
rs (@@ _|@|®
N’ N
The degree of synchronization correlated with the speed
Sync! No-sync of the lap.
> - It may reflect psychological and cognitive load
= o )h‘lé/ associated with the difficulty of the drive.

» The strength of synchronization between athletes
may be a measure of the psychological and cognitive load
imposed by the task.

Blinks were synchronized at specific positions on the course.
- The drivers were not always in the same psychological and cognitive
state. Instead, they fine-tuned their state depending on their position on

the course.
Y Summary and future research

Both of the drivers blink at similar positions on the course, although the

number of blinks in a lap greatly varies between them. VA course position- and speed-dependent blink pattern
- This biased pattern may be a trait of elite-level drivers. was found during race car driving. o
vBlink patterns may provide a quantitative
P It may be possible to visualize and quantify fine attentional control by representation of psychological and cognitive states.
examining blink patterns. v Future studies should examine differences at various

competition levels and applicability to other disciplines.
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Eye-hand coordination in motor learning
2 7 Essence of “keeping your eye on the ball”

Abstract

Motor learning is indispensable to realize skillful behaviors. Under a dynamically changing environment like in tennis, we
need to acquire and execute new skilled reaching movements while our gaze is directed toward the ball (foveal vision) and
possibly the opponent’s location too (peripheral vision). While previous studies have taken gaze information into
consideration for motor learning, conventional theories were restricted to emphasizing the superiority of the reaching to a
foveated target over the reaching to a peripheral target. Our current study elucidated that the eye-hand spatial
coordination for both foveal and peripheral reaching movements during learning is inherently linked with the internal model
of learned reaching skills. Our results highlighted a novel interaction of gaze information with motor learning. By
understanding the brain mechanism of this interaction, we will be able to design a novel training method that utilizes
different gaze states to enhance sports training and rehabilitation.

Eye-hand coordination Experimental method
F Eyeson ifial R . Participants move the cursor to the target. The cursor motion is
< Gaze\| Why should gaze be considered for rotated from hand motion. After repeating trials, hand motion is
s PA acquisition and execution of motor skills ? gradually changed to compensate for visuomotor rotation.
n Learning paradigm Foveal reach Peripheral reach
Target
Conventional theories have focused on the superiority of Errorcastned BY Movement Target iy
. . e . v visuomotor
reaching movements with central vision over peripheral vision. rotation \ t.arget Gaze @)
Our study elucidated that the eye-hand spatial relationship, %\/EF ‘mﬂm
. . . - . Cursor
including both foveal and peripheral vision, was inherently motion hand
related with the motor learning of reaching movements. motion Gaze on the target diﬁgraezr?t?;mrﬂic;get
Exp.1: Does the eye-hand relationship Exp.2: Does foveal and peripheral reach enable us
have an impact on motor learning? to learn different reaching skills simultaneously?
. . . i Learning (480 trials) : Rotational directions (CW & CCW) changed across trials,
Cond. 1: Learning with Cor:nd.2: Learning with but were unequally associated with eye-hand relationship.*1
foveal reach (Fov.) peripheral reach (Per.)
Learning[Fou: — CTrial1 | Trial2 | Trial3 | - Trial 480
phase % Q@ Eye-hand Foveal Peripheral  Peripheral Foveal
N relationship  reach reach reach reach
Testphase = & _ , o > . Rotational — cw ccw (e — cw
1 1 irection
1[Fovs Per. ! 1|Fov, Per I
1 1 o « : 1 . on - : An example of learning phase. Two rotational directions appeared
: ‘ N 1 : N 1 with the same frequency and in no particular order.
1 [}
i EEEEEEEEEEEEEE [Results]
[Results] In both conditions, the retrieval of motor memory During learning: Error decrease for both rotational directions.
was degraded to about 80 % when the eye-hand relationship After learning: Clear “after-effect”~2 was observed.
for the test phase differed from that of the learning phase. *1 Simultaneous learning of different motor skills is known to be difficult.
) *2 After-effect: Estimated in the non-rotational trials after learning.
> s(‘r@ Larger negative value indicates better retrieval of motor memory.
]
g 100 For better retrieval of motor memory,
g hand relati hio should b 30 Pre Learning Post X . .
< same eye-hand relationship should be =] ; : ; Changing eye-hand relationship
[e] H H (]
.g B used in both learning and test phases. 2] ) arehles U s leern ARt
o £ 904 2 10, 3 reaching skills simultaneousl
S s Foveal and peripheral reach would be g J\ g 3
3 ’ ; ‘
;5;-“:’ processed differently by the brain. £ 0% : i 1
a8 B qo | | T poveatrear 1 Reaching skill consists of gaze
0. 4 . =l|s it possible to acquire different & s _anphera”.ead‘ ﬁ tat : T th J I
E<<eo haf;j relif;c)ion(;;i motor skills simultaneously by using 202 Aztsge Qi statusas well as the nove
y in the test phase P such distinct representations? Trials pattern of hand movements
References

[11 N. Abekawa, S. Ito, H. Gomi, “Different learning and generalization for reaching movements in foveal and peripheral vision,” in
Proc. Adv. Mot. Learn. Mot. Control, 2019.
[2] N. Abekawa, S. Ito, H. Gomi, “Foveal and peripheral vision separate motor memories for reaching movement,” JNNS2020, 2020.

Contact

Naotoshi Abekawa / Sensory and Motor Research Group, Human and Information Science Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp


mailto:cs-openhouse-ml@hco.ntt.co.jp

28

Quantifying motor-skill performance using a smartphone

How do you define your dominant hand?

Abstract

The skilled hand in sports is usually determined by a handedness questionnaire [1], but it is blind to forced right-handed
correction and does not measure motor performance. We invented a new method to easily evaluate each hand’s motor skill
by quantifying the variability of fast repetitive motion. Unlike other measures of motor performance that require
customized equipment, our method is practical as it uses a smartphone’s accelerometer to determine motor skill, making it
easier to use in the field and at home. Our method could detect individuals who were forcibly corrected as their left hand
was more skilled than the left hand of natural right-handers. In the near future, we plan to use our methodology to
quantify sports training aimed at specific movements, and to motivate physical rehabilitation via daily feedback. It may
also serve as a tool in understanding how and why the brain’s control of the left and right arms is different.

Quantifying motor skill

Preferred and skilled hand could be different

Forced
right-handed
g

Q1. When forced to be right-handed, which
hand is the skillful one?

Q2. How to quantify skill?

Major hurdles

Problem 1. Unbiased motor skill determination

% Forced right-handers may mistakenly use the wrong

. hand for sports.

Problem 2. Need for custom equipment

Trainers cannot easily determine the
skilled hand.

Tapping rate (30s)

Peg-in-hole task (20-40s)

Past methods use custom equipment to determine skill,
making them impractical for everyday-use.

Measuring motor skill with a smartphone

Motor skill was defined as motion with low variability,
and was measured using the smartphone's accelerometer.

Rotate quickly
for 155 per hand
(total 30s)

Right-hander

b

right

variability

left right left

Answer1. Forced right-handers are more skilled with the
right hand.
Left-hander Right-hander

Tﬁ%

Answer 2. Motor skill is quantifiable with motion variability.

Data from 14
Left-handed:1
Right-handed:11
Forced: 2

Motion

variability Forced

Summary
+ Effectof forced correction apparent by quantifying motor
skill as low motion variability.
* FEasytomeasure, has potential to quantify sports training
and left-right skill balance.

Left
— T

Right

Motion
variability
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Brain mechanisms for quick judgment and motor control

Brain functions to recognize and hit a fastball

Abstract

When hitting a 95-mph blazing fastball in baseball, the batter must judge the ball’s path and control the bat in about 0.4
seconds. However, it takes longer to achieve accurate judgment and movement. Though many studies have examined
judgment and movement processes in the brain separately, they are closely related. We investigated how the brain
establishes quick judgment and movement processing under strict time constraints. To this end, we conducted a baseball-
like hitting experiment and clarified that the Strike/Ball judgment had less effect on hitting performance as the time
constraint became stricter, but changing the movement strategy restrained the decrease. Our goal is to provide novel
methods to evaluate and improve the brain functions of athletes to enhance cognitive-motor control in support of
conventional approaches to physical fitness testing and training. We believe that this work will elucidate now hidden
mental processes and find application in other research fields.

Ol UL L[ ELIAEL TGN T M Though it takes more time for more accurate judgment and movement,
how does our brain achieve quick judgment and movement processing

under strict time constraints, like a blazing fastball?
Our designed task is judging Strike/Ball target and hitting Strike targets.

Typical hand trajectories

Time from ball release to

ball hitting
(time-to-contact: TTC)

* 0.4 s =95 mph
*0.5s 5 76 mph
* 0.6 s = 63 mph
Another task to hit both

targets without judgment
was also conducted.

Judgment accuracy

~35
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I
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©
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Time-to-contact [s]

Judgment accuracy
greatly impacted
hitting success.

=

Rate of successfully
hitting the target [%]

X

Judgment and hitting success in a fastball?

Hitting success rate
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Strike/Ball judgement was
effective at 0.5s and more TTC,
but not at 0.4 TTC.

30 healthy adults participated.
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Judgment accuracy: sensitivity (d’)
(calculated by the signal detection theory)
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‘Move, then stop

As the time-to-contact became shorter,
the judgment accuracy got worse,
resulting in a loss of judgment efficacy.

The ability to change the swing strategy,
slowing the swing onset and

stopping the swing for Ball targets,
is critical for improving judgment success.

as possible’ when judging Ball’
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