Pruning neural networks with iterative randomization
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Training fast & lightweight neural networks

Abstract

Weight-pruning optimization is a new learning mechanism for neural networks. By this mechanism, we can train neural networks
while keeping it as quantized and sparse ones. However a major challenge of weight-pruning optimization is its memory &
computational cost during training. In this study, we developed a novel technology called iterative randomization to greatly reduce
the costs. We both empirically and theoretically showed that our technique resolves the memory & computational challenge of
weight-pruning optimization. By advancing this study, we will make Al technologies more affordable and energy-efficient.

Weight-Pruning Optimization of Neural Networks

O Recent study [Ramanujan+,2020] has shown that neural
networks (NNs) can be trained by pruning their connections
with fixed weights (weight-pruning optimization) instead of
directly optimizing the weights like standard training methods.

Neurons

NNs can be trained by
pruning their connections
with fixed weights.

Weights of connections between neurons
are fixed with randomly sampled values.

O It leads to lightweight & fast NNs because
» Weights can be fixed with binarized/quantized values
throughout training & inference.
» The resulting network is already spase.

Problem: Memory & Computational Cost

O Due to the fixed weights, the accuracy of the NN trained with
weight-pruning optimization is typically worse than the ones
trained with the standard training methods.

Weight-Pruning Standard Training:

Optimization: Weights are
Weights are fixed. directly optimized.

-> worse accuracy. - good accuracy.

O Thus larger NN is required for weight-pruning optimization to
achieve similar accuracy with the standard ones. Therefore its
memory & computational cost is a big challenge of weight-
pruning optimization.

Pruning NNs with Iterative Randomization

Idea: Searching higher accuracy solution by randomizing weights
of pruned connections during weight-pruning optimization.

Summary of Algorithm

Step 1. For neural network W with fixed weights, optimize the
corresponding mask network M (= pruned structure of W).

Mask network is weighted by binary values.

Step 2. Replacing the weights of pruned connections in W (i.e. the
corresponding weights in M is 0) with random values.

Step 3. Back to Step 1. (Repeat)

O Our algorithm makes it possible to achieve higher accuracy
with weight-pruning optimization because once pruned
connections can be revived with another weights if necessary.

O We theoretically proved that, with our algorithm, the larger
NN is no longer required to achieve similar accuracy as the
standard methods. Hence the challenge of memory &
computational cost is now resolved.

O Moreover, it requires almost no additional computational cost
under GPU environments.
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