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Pruning neural networks with iterative randomization

Training fast & lightweight neural networks

Abstract
Weight-pruning optimization is a new learning mechanism for neural networks. By this mechanism, we can train neural networks
while keeping it as quantized and sparse ones. However a major challenge of weight-pruning optimization is its memory &
computational cost during training. In this study, we developed a novel technology called iterative randomization to greatly reduce
the costs. We both empirically and theoretically showed that our technique resolves the memory & computational challenge of
weight-pruning optimization. By advancing this study, we will make AI technologies more affordable and energy-efficient.
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