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Post-editing support based on source-target word alignment

Looking for mistakes in machine translation

Abstract
Neural machine translation has the problem of generating fluent translations that do not necessarily match the content of the
source text. We present technology that supports "post-editing," in which humans and machines cooperate to detect and correct
errors in machine translation. We have developed a method to obtain word alignment between source and target sentences that are
not necessarily semantically equivalent due to translation errors. It can present the user with the editing operations necessary to
correct errors in the output of machine translation. We aim to realize interactive machine translation as easy to use as a spell
checker.
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