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Deep generative model for learning depth and bokeh effects only from natural images

Flexible bokeh renderer based on predicted depth

Abstract
Based on their experience and knowledge, humans can estimate depth and bokeh effects from the corresponding 2D images.
However, computers have difficulty in doing so because they lack the necessary experience and knowledge. To overcome this
limitation, we propose a novel deep generative model that can control bokeh effects based on predicted depth. If it is possible to
collect pairs of 2D images and 3D information, learning a 3D predictor is simple because of direct supervision. However, collecting
such data is often difficult or impractical owing to the requirement for specific sensors, such as a depth sensor or stereo camera.
To eliminate this requirement, we developed the world's first technology that enables learning depth and bokeh effects only from
standard 2D images. Because we live in a 3D world, a human-oriented computer must understand the 3D world. This study
addresses this challenge by eliminating an application boundary in terms of data collection cost. We expect that this technology will
cultivate a new field of 3D understanding.
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