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The COVID-19 pandemic of these last few years has drastically changed our 
lifestyles and social activities. Amid these changes, communication between 
people having diverse values, between people and computers, and between 
people and society as well as the technologies that support this communication 
are becoming increasingly important. 
At NTT Communication Science Laboratories (CS Labs), we are promoting world-
class basic research with the mission of constructing fundamental theories on the 
essence of human beings and information and creating innovative technologies 
that will bring about “heart-touching communication.”
CS Labs celebrated the 30th anniversary of its founding in July 2021, and in 
October 2021, the “Institute for Fundamental Mathematics” was established 
within our laboratories as a virtual organization for researching fundamental 
theories of modern mathematics and bolstering the role of mathematics as the 
“fountain of knowledge” in NTT R&D. 
 “Open House 2022” will introduce activities at the Institute for Fundamental 
Mathematics as well as the latest achievements in media processing, data and 
machine learning (AI), human sciences, and brain science through lecture videos, 
poster exhibits, and online demonstrations in an easy-to-understand manner.
Unfortunately, our open house this year will again be held online as a 
countermeasure to the COVID-19 pandemic. Nevertheless, we hope that it will 
provide opportunities for everyone to search out unknown truths and hold 
discussions and exchanges toward the creation of an even better society in the 
future while keeping in mind the dramatic changes now affecting people, society, 
and the environment. All of us look forward to welcoming many visitors to “Open 
House 2022.”

Welcome to “Open House 2022”

Futoshi Naya
Vice President, Head,

NTT Communication Science Laboratories



01 Distributed traffic coordination without traffic signals    Learning of collective intelligence via digital twins

02 Efficient training of photonic AI    Accelerated learning of fine-layered optical neural networks

03 Multiple AIs make better predictions    Bayesian ensemble learning for better generalization performance

04 Training fast & lightweight neural networks    Pruning neural networks with iterative randomization

05 How the events spread?    Learning Time-evolving States via Dynamic Hawkes Processes

Science of Machine Learning

14 “Huh? What do you mean?” Summarize a long story short    Robust speech summarization against speech recognition errors

15 Flexible bokeh renderer based on predicted depth    Deep generative model for learning depth and bokeh effects only from natural images

16 Heart health monitoring with sounds and electric signals    Estimating heart activities from multichannel sounds and ECG signals

17 Controlling facial expressions in face image from speech    Crossmodal action unit sequence estimation and image-to-image mapping

18 Maintain comfortable visibility anytime, anywhere    Image blending with content-adaptive visibility predictor

Science of Media Information

06 Rapid disaster recovery through efficient shelter management    Optimal shelter operation with sequential return of evacuees

07 Translating with your favorite expressions    Lexically constrained neural machine translation

08 Toward uncongested infrastructures under user-equality    Equilibrium optimization of combinatorial congestion games

09 Looking for mistakes in machine translation    Post-editing support based on source-target word alignment

10 Elderly-friendly speaking styles    Using voice and words for better understandability

11 Talking with AIs about views from a vehicle    Casual-dialog system based on scenery and nearby information

Science of Communication and Computation

12 Toward secure cryptography against quantum attacks    Quantum algorithm for finding collisions of hash functions

13 Where does the wonder of numbers come from?    Finding new arithmetic phenomena via generalized motives

19 Gazing and talking help infants learn    Elucidating effects of social cues on infants' object learning

20 Why do people hesitate to use contact tracing apps?    Social factors influencing adoption of COCOA

21 Is the rising fastball a perceptual illusion?    Modifying pitched ball perception by VR

22 Mental skills of esports experts revealed by brain measurement    The relationship between frontal neural oscillation and performance

23 Unveiling the auditory system with a neural network    Approaches to cochlear implant and binaural processing

24 How does mindfulness meditation reduce stress?    Autonomic and endocrinological variation by meditation style

25 Measuring well-being through diverse aspects    Well-being in terms of mental states, values, and idea of self

26 Faster walking by moving the wall forward    Vision-based speedometer regulates human walking

27 Fingertip illusions direct the mind    How the brain decodes pulling sensations

28 What do we want to touch?    Understanding of desire to touch using large-scale Twitter data

29 Eyes as a window of our mind    Pupil size tracks subjective perceptual changes

Science of Human



01
Learning of collective intelligence via digital twins

Distributed traffic coordination without traffic signals

Abstract
In the era of autonomous vehicles, traffic coordination systems using signals will be replaced. In IOWN's signal-free mobility, it is
suggested that vehicles will autonomously transition their states (e.g., speed acceleration, handle steering, and position) via
communication among vehicles. For signal-free mobility, a recurrent neural network (RNN) architecture is proposed which
alternately iterates (i) communication between closely positioned vehicles (token exchange to prevent vehicle collisions) and (ii)
local state updates. Since our method can be performed in a distributed manner, it is suitable to control a large number of vehicles
in a city in real-time. Via training through digital twins (simulation system linked with the real world), we will obtain a collective
intelligence model. We confirmed the overall efficiency of trained RNN through traffic coordination tests in digital twins and real
experiments using real small vehicles.

References
[1] IONW conceptual video, “Mobility by IOWN,” YouTube, 2019
[2] K. Niwa, N. Ueda, H. Sawada, A. Fujino, S. Takeda, B. Kleijn, G. Zhang, “CoordiNet: Constrained dynamics learning for state coordination
over graph,” in Proc. the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining (KDD 2022), 2022 (under
review).
[3] P. Veličković, G. Cucurull, A. Casanova, A. Romero, P. Lio, and Y. Bengio, “Graph attention networks,” arXiv preprint arXiv:1710.10903,
2017.
[4] Simulation of Urban MObility (SUMO), https://www.eclipse.org/sumo/

Contact
Kenta Niwa / Learning and Intelligent Systems Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp

https://www.youtube.com/watch?v=4fo_kEYrY6E
https://www.eclipse.org/sumo/
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Accelerated learning of fine-layered optical neural networks

Efficient training of photonic AI

Abstract
An optical neural network (ONN) is a promising system due to its high-speed and low-power operation. The ONN has a multiple-
layered structure of programmable Mach-Zehnder interferometers (MZIs). Due to this structure, it takes a lot of time to learn MZI
parameters with a conventional automatic differentiation (AD). To solve the time-consuming problem, we develop a function
module implemented in C++ to collectively calculate input-output values in a multiple-layered structure, where novel customized
derivatives for an MZI are utilized in backpropagation. We demonstrate that our learning method works 50 times faster than the
conventional AD when a pixel-by-pixel MNIST task is performed in a complex-valued recurrent neural network. Our approach
supports ONN design and contributes to realize green-computing AI's instead of conventional ones consuming a lot of energy.

References
[1] K. Aoyama, H. Sawada, “Accelerated method for learning fine-layered optical neural networks,” in Proc. of IEEE/ACM the 40th
International Conference on Computer-Aided Design, 2021.

Contact
Kazuo Aoyama / Learning and Intelligent Systems Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Bayesian ensemble learning for better generalization performance

Multiple AIs make better predictions

Abstract
Evaluating the certainty of the prediction is essential for machine learning tasks. For example, certainty is required to assess the
predictions' reliability, decision-making, and experimental design problems. We developed a method to efficiently calculate the
certainty for a large model such as a neural network using an ensemble of models. Although evaluating the certainty of predictions
using an ensemble of models has been widely used in existing work, it was theoretically unclear how to prepare ensembles. Our
research theoretically derived an algorithm for preparing ensembles for expressing the certainty of prediction using multiple
models. Evaluating the uncertainty is important to make machine learning reliable. We can easily evaluate the certainty using an
ensemble of models and expand the range of machine learning applications by proceeding with this research.

References
[1] F. Futami, T. Iwata, N. Ueda, I. Sato, M. Sugiyama, “Loss function based second-order Jensen inequality and its application to particle
variational inference,” in Proc. Neural Information Processing Systems (NeurIPS), 2021.

Contact
Futami Futoshi / Ueda Research Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Pruning neural networks with iterative randomization

Training fast & lightweight neural networks

Abstract
Weight-pruning optimization is a new learning mechanism for neural networks. By this mechanism, we can train neural networks
while keeping it as quantized and sparse ones. However a major challenge of weight-pruning optimization is its memory &
computational cost during training. In this study, we developed a novel technology called iterative randomization to greatly reduce
the costs. We both empirically and theoretically showed that our technique resolves the memory & computational challenge of
weight-pruning optimization. By advancing this study, we will make AI technologies more affordable and energy-efficient.

References
[1] D. Chijiwa, S. Yamaguchi, Y. Ida, K. Umakoshi, T. Inoue, “Pruning randomly initialized neural networks with iterative randomization,”
Advances in Neural Information Processing Systems 34, 2021.
[2] V. Ramanujan, M. Wortsman, A. Kembhavi, A. Farhadi, M. Rastegari, “What's hidden in a randomly weighted neural network?,” in Proc.
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11893–11902, 2020.

Contact
Daiki Chijiwa / Computer and Data Science Laboratories
Email: cs-openhouse-ml@hco.ntt.co.jp
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Learning time-evolving states via dynamic Hawkes processes

How the events spread?

Abstract
Sequences of events including infectious disease outbreaks, social network activities, and crimes are ubiquitous and the data on
such events carry essential information about the underlying diffusion processes between communities (e.g., regions, online user
groups). Modeling diffusion processes and predicting future events are crucial in many applications including epidemic control, viral
marketing, and predictive policing. Diffusion processes depend not only on the influences from the past, but also the current (time-
evolving) states of the communities, e.g., people's awareness of the disease and people's current interests. We propose a novel
Hawkes process model that is able to capture the underlying dynamics of community states behind the diffusion processes and
predict the occurrences of events based on the dynamics. The proposed method offers a flexible way to learn complex
representations of the time-evolving communities' states, while at the same time it allows to computing the exact likelihood, which
makes parameter learning tractable.

References
[1] M. Okawa, T. Iwata, Y. Tanaka, H. Toda, T. Kurashima, H. Kashima, “Dynamic Hawkes processes for discovering time-evolving
communities' states behind diffusion processes,” in Proc. of the 27th ACM SIGKDD International Conference on Knowledge Discovery & Data
Mining (KDD21), pp. 1276–1286, 2021.

Contact
Maya Okawa / Human Informatics Laboratories
Email: cs-openhouse-ml@hco.ntt.co.jp
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Optimal shelter operation with sequential return of evacuees

Rapid disaster recovery through efficient shelter management

Abstract
Shelters are provided to evacuees whose homes have been destroyed in a disaster. In a recovery phase, efficient operation of the
shelters is necessary to restore the facilities to their original use. In this study, we proposed a method to minimize the total cost of
operating shelters and the burden of relocating evacuees between shelters by utilizing the return home time of evacuees. Our
method allows the shelters to be used for their intended purpose as soon as possible after a disaster, thus enabling rapid recovery.
Even when the number of evacuees is large, we introduced a variable that represents the number of evacuees grouped by the
return home time so that the calculation can be performed efficiently. We also proposed a method to estimate the burden of
relocating evacuees between evacuation shelters, thus achieving a balance between the operation costs of shelters and the
relocation costs of evacuees. When disaster simulations are used to select response measures, it is not efficient to run through all
the patterns of response measures exhaustively. By developing our method further, we aim to establish a simulation infrastructure
that solves not only disasters but also various social issues through simulation.

References
[1] H. Shimizu, H. Suwa, T. Iwata, A. Fujino, H. Sawada, K. Yasumoto, “Evacuation shelter scheduling problem,” in Proc. the 55th Hawaii
International Conference on System Sciences (HICSS 2022), pp. 5705–5714, 2022.

Contact
Hitoshi Shimizu / Learning and Intelligent Systems Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp

mailto:cs-openhouse-ml@hco.ntt.co.jp
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Lexically constrained neural machine translation

Translating with your favorite expressions

Abstract
Although the recent neural machine translation achieves excellent performance, controlling its output expressions is still
challenging. We propose a lexically constrained neural machine translation, a method whose translations contain user-specified
phrases. Our method improves translation performance while saving inference time and was ranked first in the international
competition at WAT 2021. When translating documents in domains such as legal, patent, and scientific, the translation of proper
nouns and technical terms is strongly required to be the same expressions throughout the document. Our method will contribute to
ensuring consistency in translation by user-specifying expressions.

References
[1] K. Chousa, M. Morishita, “Input augmentation improves constrained beam search for neural machine translation: NTT at WAT 2021,” in
Proc. of the 8th Workshop on Asian Translation (WAT2021), pp. 53–61, 2021.

Contact
Katsuki Chousa / Linguistic Intelligence Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp

https://aclanthology.org/2021.wat-1.3
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Equilibrium optimization of combinatorial congestion games

Toward uncongested infrastructures under user-equality

Abstract
In social infrastructures such as road and telecommunication networks, a link is congested and incurs more cost if many people use
it. We introduce a method to compute better social design where users' cost lowers even when each user chooses a path or a
combination of links selfishly. We develop a new method to compute the difference in cost when we modify the social design using
a differentiable computation technique. Moreover, we compress a massive number of available paths into a data structure called a
binary decision diagram, enabling us to deal with broader settings in a reasonable time. Our approach can contribute to reducing
the congestion of people's flows and telecommunication networks by designing infrastructures, e.g., improving roads and
expanding the bandwidth of links. Moreover, the proposed method is versatile and thus may be applicable for broader areas such as
machine learning problems containing combinatorial optimization tasks.

References
[1] S. Sakaue, K. Nakamura, “Differentiable equilibrium computation with decision diagrams for Stackelberg models of combinatorial
congestion games,” in Proc. 35th Conference on Neural Information Processing Systems (NeurIPS), 2021.

Contact
Kengo Nakamura / Linguistic Intelligence Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Post-editing support based on source-target word alignment

Looking for mistakes in machine translation

Abstract
Neural machine translation has the problem of generating fluent translations that do not necessarily match the content of the
source text. We present technology that supports "post-editing," in which humans and machines cooperate to detect and correct
errors in machine translation. We have developed a method to obtain word alignment between source and target sentences that are
not necessarily semantically equivalent due to translation errors. It can present the user with the editing operations necessary to
correct errors in the output of machine translation. We aim to realize interactive machine translation as easy to use as a spell
checker.

References
[1] M. Nagata, K. Chousa, M. Nishino, “A supervised word alignment method based on cross-language span prediction using multilingual
BERT,” in Proc. the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), 2020.
[2] Y. Wei, T. Utsuro, M. Nagata, “Word-level quality estimation for machine translation based on source-MT word alignment,” in Proc. 27th
Annual Meeting of the Association for Natural Language Processing, 2021. (Joint Research with Tsukuba University)

Contact
Masaaki Nagata / Linguistic Intelligence Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Selecting voice and words for better understandability

Elderly-friendly speaking styles

Abstract
We investigate both word and voice selection to clarify elderly-friendly speaking styles. Previously, there has been no
recommendation beyond "speak loudly and slowly" nor any explanation of where and how to make such changes. We select
exemplar speakers, whom the elderly consider easiest to understand, from among elderly service workers and qualified personnel.
Through the interviews with the exemplar speakers and analysis of elderly directed speech data uttered by the exemplar speakers,
we clarify some of the detailed features of elderly-friendly speaking styles. This work provides important new insight into the
practice of elderly-friendly speaking. We aim to clarify knowledge about elderly-friendly speaking styles that might be tacit
knowledge among the exemplar speakers and open the knowledge to everyone for practical use. Moreover, we aim to realize richer
communication between the elderly and the artificial intelligence (AI) that has learned elderly-friendly speaking styles.

References
[1] H. Nakajima, Y. Aono, “Collection and analyses of exemplary speech data to establish easy-to-understand speech synthesis for Japanese
elderly adults,” in Proc. 23rd Conference of the Oriental COCOSDA International Committee for the Co-ordination and Standardisation of
Speech Databases and Assessment Techniques (O-COCOSDA), pp. 145–150, 2020 (https://ieeexplore.ieee.org/document/9295000).
[2] H. Nakajima, N. Miyazaki, S. Sakauchi, “Pause length analysis between utterances to elderly people,” in Proc. 2015 Autumn Meeting
Acoustical Society of Japan, pp. 399–400, 2015.

Contact
Hideharu Nakajima / Interaction Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Casual-dialog system based on scenery and nearby information

Talking with AIs about views from a vehicle

Abstract
This is a study of a partner dialogue system for mobile vehicles that uses the ever-changing, real-time view from the car as a topic
of conversation. This system uses a deep-learning based dialogue model using the largest scale of Japanese dialogue data
developed by NTT to realize natural dialogue. This system integrates scenery images from vehicle and spots around the car's
location to talk about scenery around the vehicle. By sequentially incorporating information about the area around the vehicle's
location, we are realizing a new experience of driving while enjoying the pleasure of sharing the "now" with a knowledgeable
dialogue system.

References
[1] H. Sugiyama, M. Mizukami, T. Arimoto, H. Narimatsu, Y. Chiba, H. Nakajima, T. Meguro, “Empirical analysis of training strategies of
Transformer-based Japanese chit-chat systems,” arxiv:2109.05217, 2021.
[2] K. Mitsuda, R. Higashinaka, H. Sugiyama, M. Mizukami, T. Kinebuchi, R. Nakamura, N. Adachi, H. Kawabata, “Fine-tuning a pre-trained
Transformer-based encoder-decoder model with user-generated question-answer pairs to realize character-like chatbots,” IWSDS, 2021.

Contact
Hiroaki Sugiyama / Interaction Research Group, Innovative Communication Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Quantum algorithm for finding collisions of hash functions

Toward secure cryptography against quantum attacks

Abstract
Recently, the security analysis of ciphers against quantum attacks is rapidly growing in importance, since quantum computers
could make strong attacks on them in the future. For such a security analysis, it is crucial to evaluate how fast quantum computers
can solve the problems used to break ciphers. Among others, it is one of the major problems to find a multi-collision of random
hash functions, essential primitives used ubiquitously in cryptosystems. In this work, we provide a novel quantum algorithm that
solves this problem. This algorithm is the fastest among all possible ones in the sense that it achieves the theoretical limit. Our
result would contribute to enhancing the security of hash-based ciphers in the quantum-computer era.

References
[1] A. Hosoyamada, Y. Sasaki, S. Tani, K. Xagawa, “Improved quantum multicollision-finding algorithm,” in Proc. 10th International
Conference on Post-Quantum Cryptography (PQCrypto 2019), pp. 350–367, vol. 11505, 2019.
[2] A. Hosoyamada, Y. Sasaki, S. Tani, K. Xagawa, “Quantum algorithm for the multicollision problem,” Theoretical Computer Science, vol.
842, pp. 100–117, 2020.

Contact
Seiichiro Tani / Computing Theory Research Group, Media Information Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Finding new arithmetic phenomena via generalized motives

Where does the wonder of numbers come from?

Abstract
In the study of mathematics, we often find mysterious connections between two seemingly unrelated objects and phenomena. The
aim of this research is to understand how these mysterious connections appear, by using the theory of generalized motives, which
was developed in my previous research. We can study numbers by observing a type of shape called algebraic varieties. The theory
of generalized motives enables us to continuously observe algebraic varieties from various points of view. The shapes of algebraic
varieties observed from different points of view appear to be different, but they can be connected through this continuous
observation. By using the theory of generalized motives, we can systematically connect seemingly different objects without relying
on random luck. We anticipate that this study will accelerate the research on number theory, which underpins human activity
everywhere.

References
[1] B. Kahn, H. Miyazaki, S. Saito, T. Yamazaki, “Motives with modulus, III,” Annals of K-theory (to appear).
[2] B. Kahn, H. Miyazaki, S. Saito, T. Yamazaki, “Motives with modulus, II,” Épijournal de Géométrie Algébrique, Vol. 5, epiga:7115, 2021.
[3] B. Kahn, H. Miyazaki, S. Saito, T. Yamazaki, “Motives with modulus, I,” Épijournal de Géométrie Algébrique, Vol. 5, epiga:7114, 2021.
[4] B. Kahn, H. Miyazaki, “Topologies on schemes and modulus pairs,” Nagoya Mathematical Journal, Vol. 244, pp. 283–313, 2021.
[5] H. Miyazaki, “Nisnevich topology with modulus,” Annals of K-theory, Vol. 5, pp. 581–604, 2019.

Contact
Hiroyasu Miyazaki / Institute for Fundamental Mathematics
Email: cs-openhouse-ml@hco.ntt.co.jp
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Robust speech summarization against speech recognition errors

“Huh? What do you mean?” Summarize a long story short

Abstract
Speech summarization aims at creating a summary from a long talk. It is an essential technology if we realize AI systems that can
correctly understand human speech. One way to realize speech summarization is cascading automatic speech recognition (ASR)
and text summarization. One issue of such approaches is that it is difficult to avoid ASR errors, which degrade the performance of
summarization. To alleviate this problem, we propose a robust speech summarization against ASR errors. Our proposed system
considers multiple ASR results and looks at the context and relationship between words to generate an accurate summary, even if
each ASR result contains errors. The idea we proposed is general and can also be applied to other tasks such as speech translation.
This research brings us one step closer to realizing machines that can deeply understand humans, by not only transcribing speech
word-by-word but also accessing its meaning and intent.

References
[1] T. Kano, A. Ogawa, M. Delcroix, S. Watanabe, “Attention-based multi-hypothesis fusion for speech summarization,” in Proc. IEEE
Automatic Speech Recognition and Understanding Workshop (ASRU), pp. 487–494, 2021.
[2] T. Kano, A. Ogawa, M. Delcroix, S. Watanabe, “ASR hypothesis fusion using BERT for speech summarization,” in Proc. The 2022 Spring
Meeting of the Acoustical Society of Japan (ASJ), 2022.
[3] T. Kano, A. Ogawa, M. Delcroix, S. Watanabe, “Integrating multiple ASR systems into NLP backend with attention fusion,” in Proc. IEEE
International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2022.

Contact
Takatomo Kano / Signal Processing Research Group, Media Information Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp

mailto:cs-openhouse-ml@hco.ntt.co.jp
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Deep generative model for learning depth and bokeh effects only from natural images

Flexible bokeh renderer based on predicted depth

Abstract
Based on their experience and knowledge, humans can estimate depth and bokeh effects from the corresponding 2D images.
However, computers have difficulty in doing so because they lack the necessary experience and knowledge. To overcome this
limitation, we propose a novel deep generative model that can control bokeh effects based on predicted depth. If it is possible to
collect pairs of 2D images and 3D information, learning a 3D predictor is simple because of direct supervision. However, collecting
such data is often difficult or impractical owing to the requirement for specific sensors, such as a depth sensor or stereo camera.
To eliminate this requirement, we developed the world's first technology that enables learning depth and bokeh effects only from
standard 2D images. Because we live in a 3D world, a human-oriented computer must understand the 3D world. This study
addresses this challenge by eliminating an application boundary in terms of data collection cost. We expect that this technology will
cultivate a new field of 3D understanding.

References
[1] T. Kaneko, “Unsupervised learning of depth and depth-of-field effect from natural images with aperture rendering generative adversarial
networks,” in Proc. 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR2021), pp. 15679–15688, 2021.
[2] T. Kaneko, “AR-NeRF: Unsupervised learning of depth and defocus effects from natural images with aperture rendering neural radiance
fields,” in Proc. 2022 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR2022), 2022 (to appear).

Contact
Takuhiro Kaneko / Recognition Research Group, Media Information Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Estimating heart activities from multichannel sounds and ECG signals

Heart health monitoring with sounds and electric signals

Abstract
Early detection of heart problems requires estimation of heart activity based on information that can be easily measured on a daily
basis. To this end, we are researching technologies to estimate and visualize the mechanical and electrical activities within the
heart based on the non-invasive observations on the surface of the body. Our technique called Physically-Constrained
Unsupervised Signal Decomposition (PCUSD) method incorporates a physical heart sound generation model and makes it possible
to estimate cardiac vibration components such as opening and closing of valves inside the heart that cannot be directly heard with a
conventional stethoscope. In addition, our newly proposed technique called tensor electrocardiography can capture and visualize
the action potentials of cardiac muscle cells, and has the potential to detect abnormalities that are not readily apparent in
conventional electrocardiograms. Potential applications of these techniques will include a system that allows users to easily assess
the condition of their cardiovascular system by themselves which can contribute to early detection of heart diseases such as heart
failure, ischemic heart disease, and arrhythmia associated with sudden death. The same system can also be used to support
rehabilitation after treatment of heart disease as well as training for healthy people.

References
[1] S. Tsukada, “Wearable textile electrodes for long-term vector ECG monitoring 'Tensor Cardiography',” in Proc. ISMICT 2020, 2020.
[2] R. Shibue, M. Nakano, T. Iwata, K. Kashino, H. Tomoike, “Unsupervised heart sound decomposition and state estimation with generative
oscillation models,” in Proc. EMBC 2021, pp. 5481–5487, 2021.

Contact
Ryohei Shibue / Basic Research Laboratories
Shingo Tsukada / Basic Research Laboratories
Email: cs-openhouse-ml@hco.ntt.co.jp



17
Crossmodal action unit sequence estimation and image-to-image mapping

Controlling facial expressions in face image from speech

Abstract
Speech contains not only linguistic information, corresponding to the uttered sentence, but also nonlinguistic information,
corresponding to the emotional expression and mood. This information plays an important role in spoken dialogue. This study is the
first attempt to estimate the action unit (facial muscle motion parameter) sequence of the speaker from speech alone, assuming
that the nonlinguistic information in speech is expressed in the facial expressions of the speaker. Until now, there have been no
attempts to estimate action units from speech alone, and how much accuracy could be achieved was not known. This study reveals
this for the first time. By combining the action unit sequence estimated from speech with an image-to-image converter, we
implemented a system that modifies the facial expression of a still face image in accordance with input speech, making it possible
to visualize the expression and mood of speech. Emotional expressions and moods have traditionally been treated symbolically,
assigning discrete subjective labels. In contrast, action units are suitable as continuous quantities for expressing emotional
expressions and moods, and we have shown that action units can be estimated from speech in this study. In the future, we expect
to open up a variety of new applications that simultaneously utilize speech and face images, such as speech synthesis that matches
facial expressions and face image generation that matches speech.

References
[1] H. Kameoka, T. Kaneko, S. Seki, K. Tanaka, “CAUSE: Crossmodal action unit sequence estimation from speech,” submitted to The 23rd
Annual Conference of the International Speech Communication Association (Interspeech 2022).

Contact
Hirokazu Kameoka / Recognition Research Group, Media Information Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Image blending with content-adaptive visibility predictor

Maintain comfortable visibility anytime, anywhere

Abstract
The visibility of an image semi-transparently overlaid on another image significantly varies depending on the content of images.
This makes it difficult to maintain desired visibility when image content changes. To tackle this problem, we developed a perceptual
model to predict the visibility of arbitrarily combined blended images. Specifically, we clarified that the influence of each feature on
the overall visibility depends on the distribution of features in the presented content, such as fineness and colors. Using the
perceptual model that incorporates this effect, we achieved better control on the visibility of blended images than existing
techniques. As AR technology matures, there will be more and more situations where information is displayed semi-transparently
across our entire visual field. Our technique will make it possible to maintain a comfortable visibility level for such information. It
also enables more intuitive control of visibility when blending images with a video editing software.

References
[1] T. Fukiage, T. Oishi, “A computational model to predict the visibility of alpha-blended images,” Vision Sciences Society Annual Meeting
2021 (Abstract published in: Journal of Vision, Vol. 21, No. 2493).
[2] T. Fukiage, T. Oishi, “Perception-based image blending based on content-adaptive visibility predictor,” in Proc. Special Interest Group on
Computer Vision and Image Media (CVIM), Vol. 229, No. 45, pp. 1–8, 2022 (in Japanese).

Contact
Taiki Fukiage / Sensory Representation Research Group, Human and Information Science Laboratory
Email: cs-openhouse-ml@hco.ntt.co.jp
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Elucidating effects of social cues on infants' object learning

Gazing and talking help infants learn

Abstract
Although infants learn a variety of knowledge from information obtained from the environment, this learning process has not been
fully clarified. This study used an experimental psychological approach to determine whether social cues versus attentional cues
might affect infants' learning at different levels. By focusing on a new task to clarify the learning process, our experiments showed
that although both attentional cues and social cues affected infants' gaze following, only social cues facilitated their object
learning. Furthermore, these social cues influenced the infants' vocabulary acquisition. These findings provide evidence that social
cues play a distinct role in infant learning and support Natural Pedagogy Theory, which models human learning mechanisms. We
believe our study will not only establish theories on how humans acquire language and knowledge but also contribute to practical
childcare and education-support methods such as parent training.
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Social factors influencing adoption of COCOA

Why do people hesitate to use contact tracing apps?

Abstract
Digital contact tracing apps (e.g. COCOA) have been identified as a promising approach to control the spread of viruses, but their
usage has been low. Therefore, we investigated people's attitudes about installing and using COCOA, and found that their decisions
were shaped by social norms, as well as protecting themselves from financial loss, prejudice, and discrimination. We found that,
even if installed, efforts to protect oneself from financial risk and prejudice may cause people not to use the app effectively. Based
on this, we identify ways to address people's fears in order to encourage effective use, which is necessary to control the pandemic.
The results have implications for the design of future communication technologies that address large collective goals while
preserving individual rights. By realizing this, we can help overcome important social problems such as climate change and public
health emergencies.
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Modifying pitched ball perception by VR

Is the rising fastball a perceptual illusion?

Abstract
Baseball batters sometimes feel that the pitched fastball rises as it approaches the home plate. While some physical parameters of
the pitched ball, such as ball spin rate and axis orientation, can generate the rising perception, we propose that the pitching
motion-related information can also cause the "rising" ball effect, since the batters are known to watch pitching motion to predict
pitched ball behavior. We used a head-mounted display to evaluate the rising perception of fastballs in elite baseball players. A
virtual reality (VR) system was developed that manipulated pitching motion duration with fixed ball behavior. Altering the pitching
motion duration changed the rising perception, suggesting that the batters predict ball behavior based on the pitching motion
dynamics and the prediction generate the "rising" illusion for fastballs. Our VR system will be useful not only in correcting athletic
perception but also enhanced cognitive training in many sports.
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The relationship between frontal neural oscillation and performance

Mental skills of esports experts revealed by brain measurement

Abstract
In esports, where the outcome is less dependent on physical factors, the importance of mental preparation for the match is
considered to be significant. In particular, skilled esports players have superior strategic decision to optimize their behavioral
patterns according to their opponents, and emotional control to stay calm under pressure at a critical phase. However, it is not
known how the aforementioned abilities affect the outcome of a match. Through EEG measurements during a match and post-
match questionnaires, we found that strategic decision is important at the beginning of the match and emotional control is
important at the end of the match. In addition, neural oscillations in relation to strategic decision and emotional control were
observed at the frontal brain region. By applying these findings, we aim to establish a new training method to bring the mental
state of esports players closer to the ideal state for matches.
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Approaches to cochlear implant and binaural processing

Unveiling the auditory system with a neural network

Abstract
Although there has been much research on human auditory characteristics, it is difficult to directly address the question of what
kinds of input and training lead to the acquisition of these characteristics. In this work, we tackled the clinical and academic
aspects of the question by using artificial neural networks (ANNs), and obtained new findings in each case. (1) It is known that
people with hearing loss who wear cochlear implants (CIs) have difficulty with pitch perception, but we confirmed that the cochlear
implant signal contains a certain amount of pitch information, suggesting that the difficulty in pitch perception is mainly due to
physiological factors. (2) By measuring the response of a single unit in an artificial neural network trained to recognize natural
sounds, we found out the ANN units (neurons) with the binaural processing characteristics were equivalent to those found in the
auditory system of animals. We believe that cochlear implant users may be able to achieve normal pitch perception under a clean
environment after an appropriate rehabilitation. We also hope to further develop AI technology and CI devices that behave in a
human-like manner by advancing auditory information processing technology that is consistent with the auditory nervous system.
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Autonomic and endocrinological variation by meditation style

How does mindfulness meditation reduce stress?

Abstract
"Mindfulness meditation" can reduce stress by manipulating our attention. However, the physiological mechanisms have not yet
been clarified. In this study, we examined how mindfulness meditation changes the activities of autonomic nerves and secretion of
the stress hormone cortisol. Because mindfulness meditation mainly consists of "focused attention" and "open monitoring"
meditation, we developed vocal instructions for each. We measured heart rates and took saliva samples to evaluate the strength of
autonomic activities and cortisol levels, respectively. We found that focused attention meditation increased parasympathetic
activity, while open monitoring meditation increased sympathetic activity with the reduction of cortisol levels. We hope to reveal
the physiological, psychological, and neural mechanisms of mindfulness mediation and develop new types of meditation based on
our scientific findings. We think we can contribute to people's well-being through social implementation of new types of meditation
in the future.
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Well-being in terms of mental states, values, and idea of self

Measuring well-being through diverse aspects

Abstract
When do we feel well-being (a state of physical, mental, and social flourishing)? To find out, it is necessary to comprehensively
understand ① our mental and physical state, ② what is important to us, and ③ how we relate to others. In this study, we devised
original methods to measure all three. ① We devised a new experience sampling method that uses embodied expressions to
intuitively record daily changing states while reflecting physical sensations. ② We devised a tool to visualize the value of each
individual's diverse well-being. ③ We developed the "Self-as-We" scale to assess the degree of holistic idea-of-self based on East
Asian philosophical traditions. In order for people feel well-being in their daily lives, they need to be aware of and evaluate their
own physical and mental states and their values and idea-of-self, and to collaborate with others. We believe our research supports
this process from the perspectives of psychology, philosophy, engineering, and design.
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Vision-based speedometer regulates human walking

Faster walking by moving the wall forward

Abstract
The visual scene on the eyes expands outward during walking. Such visual information is not only used to detect obstacles on the
pathway, but is actually used to control walking in real time. Here we show that our automatic regulator of walking speed based on
vision, which estimates and maintains the speed, is robust to changes in the depths. The robustness was not explained by
temporal-frequency-based speed coding previously suggested to underlie depth-invariant object-motion perception. On the other
hand, it broke down, not only when interocular distance was virtually manipulated, but also when monocular depth cues were
deceptive. These observations suggest that our visuomotor system embeds a speedometer that calculates self-motion speed from
vision by integrating monocular/binocular depth and motion cues. Elucidating these implicit visuomotor control mechanisms will
help us for refining the technology and safety design of virtual reality devices.
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How the brain decodes pulling sensations

Fingertip illusions direct the mind

Abstract
Feeling directional tactile pulls is important for everyday life, allowing us to feel the weight of an object or be guided by our partner
during a dance. We wanted to know what type of brain activity gives rise to the pulling sensation, specifically if it was generated in
the primary somatosensory cortex (SI; area responsible for early processing of touch) or parietal cortex (area responsible for
spatial and orientation processing). We generated pulling sensations via asymmetric vibration from a hand held device and recorded
brain activity with electroencephalography (EEG; a technique for recording the brain's electrical activity from the scalp). We found
that the pulling sensation is associated with brain activity 280ms post-stimulus in the parietal lobe. These results may benefit
people with sensory impairments (e.g. blindness) or paralysis by helping researchers use vibration feedback for navigation and the
control of prosthetic limbs.
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Understanding of desire to touch using large-scale Twitter data

What do we want to touch?

Abstract
What do people want to touch in their daily lives? We clarified the desire for touch in their daily lives by collecting and analyzing a
huge amount of text data that people tweeted "want to touch" on Twitter. We revealed the relationship between the body part that
the people want to touch and the way they want to touch it in their daily lives. Also, we revealed the effects of the COVID-19
pandemic on touching desires. Specifically, we observed the "skin hunger", or touch desire for animate' warm skin, and variation of
touch avoidance toward inanimate targets such as doorknobs. It is expected that our findings can contribute to problems in broad
areas such as elucidating the mechanism of touch desire in their daily lives, designing products that consumers really want to
touch, and monitoring the impact of actual social problems such as the spread of infection on people's awareness.
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Pupil size tracks subjective perceptual changes

Eyes as a window of our mind

Abstract
Pupil size is indexed to changes in neural activities, which have been shown to reflect a broad range of cognitive processes. We
investigated the temporal aspects of pupil size on perceptual bistability. Pupil size increased with an increasing number of
perceptual alternations. Furthermore, pupil size was related to the frequency of perceptual alternation at least 35 s before the
behavioral report of perceptual alternations. The overall results suggest that variability of pupil size reflects the stochastic
dynamics of arousal fluctuation in the brain related to bistable perception. In future work, we plan to use pupil size to predict the
representation of brain network shift across modality and task.
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