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Neural beamforming for tracking moving sources

Keeping listening while talker is moving

Abstract
Speech enhancement technology is crucial for machines to correctly recognize human speech in noisy environments because it
allows extracting only the voices we want to listen to from the background noise. This research introduces a novel beamforming
technique that tracks the speaker's movement and keeps extracting the target speaker's voice, even when the speaker is moving
while talking. Beamforming requires information on the direction of arrival of the target source and noise signals (spatial
information). In this research, we consider the problem of estimating time-varying spatial information as a problem of segmenting
speech according to the speaker's movement and propose a novel framework for solving this problem using deep learning. This
framework enables accurate estimation of spatial information even when the target speaker is moving. With this framework, we aim
for a future in which people and machines can interact more naturally in any situation, such as when multiple speakers talk freely
while walking around.
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