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Real-time voice conversion with high quality and low latency

Changing your voice and speaking style in real-time

Abstract
Conventional voice conversion technology waits for the end of speech before converting it, making it difficult to convert speech
while it is being spoken. We present a technique for real-time conversion with high fidelity and low latency, using a deep
generative model that accounts for inter-speaker differences in intonation and voice timbre. By ensuring robustness to inter-
speaker variation, it is possible to learn speech representations that are less speaker-dependent, resulting in high-quality real-time
conversion that does not wait for the end of speech. Additionally, by improving the waveform synthesizer, we have achieved even
higher speed and lower power consumption simultaneously. The system can be applied to various forms of voice communication,
both face-to-face and remote. For example, it can be used in live streaming and call centers to conceal the speaker's identity. In
the future, we aim to incorporate text-to-speech and speech recognition technologies to enable smoother communication.
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