Exact computation of network's scale-wise unreliability

1 7 How likely do severe infrastructure failures occur?

Abstract

For network infrastructures such as telecommunication and power, to avoid severe outages, a high-reliability design where the
probability of occurrence of large-scale outages is significantly low is in demand. We propose an algorithm that precisely computes
the probability of occurrence of outages for every outage scale when network components fail occasionally. To improve efficiency,
we use data structures called decision diagrams, enabling us to avoid repetitively performing equivalent computations. As a result,
the proposed method successfully computes the probability of occurrence of every outage scale precisely for real-world network
topologies with around 100 nodes. The proposed method contributes to checking whether a designed network meets a severe
reliability requirement needed for modern network infrastructures. In the future, we want to automatically design network
infrastructures such that large-scale outages are less likely to occur by extending the proposed method.

Evaluating Scale-Wise Unreliability Difficulty of evaluation
Components of network infrastructures such as cables fail Difficulty (1)
occasionally. Scale-wise unreliability is the probability of We should inspect all patterns of componentfailuresup to
occurrence for outage events acrossvarious outage scales. 2#(links) patterns with a naive solution.

S NERRR o Ba o \D%_A?'(““ ﬁ\r‘EA_A/ ’ %“V‘/ | -
Infrastructure’s outage scale lee e = \ﬁ i o
= Thenumberof users %_ﬁ Difficulty (2)

disconnected from servers Even with methods for computing outage probability, we
ﬁ/ N | should compute the probability of all patterns of user

OO0
outages up to 2“(“5‘“5) patterns

kﬁi’j T et B o7 Pl PralPral Pre]

|
A R e A -~ A A N ﬁg/ \%EM
¥ Outage

Outagescalel i Outagescale3 i Outagescale0

Requirement for infrastructures Solution with Decision Diagrams
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Motivation (1) =)\We can compute precise scale-wise unreliability of
A high-reliability design that suppresses the probability of networks with ~100 users by yielding >x100,000 speed-up.
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=) Precise evaluation of scale-wise unreliability is needed.




