Theoretical understanding of source-free domain adaptation
03 Al can adapt to hew environments without labels

Abstract

Deploying Al models in a new environment requires significant costs related to the collection of labeled data for model re-training.
Source-free domain adaptation (SFDA) addresses this issue by adapting the model to a new environment using only unlabeled data
from the target environment. On the basis of the theory of self-training, we show a unified theoretical understanding of the
existing SFDA methods that were individually developed. We also build an improved SFDA method based on two useful insights
derived from this theoretical understanding and achieve consistent performance improvements over conventional methods under
various conditions. SFDA is attracting significant attention due to its practical utility in that it enables flexible adaptation of the
model to new environments while preserving the privacy and copyright of the source training data. Our theoretical understanding of
SFDA will improve the reliability of SFDA techniques and serve as a foundation for the creation of new SFDA methods.

What’s Domain Adaptation (DA)? Contribution 1: Theoretical Understanding
B Adapting a model to a target data environment B Two key elements derived from the theory of self-training
that is different from the training data one. Consistent predictions Diverse predictions
Training data (wf labelz} Torget data (wja labets) for data transformation for different inputs
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® Two insights derived from the theoretical understanding
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