Ensemble of multi-stream diffusion model enhances speech
08 Cleaning-up speech from noisy, reverberant recordings

Abstract

Recent advancements in generative Al have enabled high-quality speech enhancement. This research introduces a speech
enhancement method that utilizes the diffusion model, one of the most powerful generative Al models, to effectively remove noise
and reverberation from speech recordings. Our approach integrates multiple conventional speech enhancement techniques into a
diffusion model-based framework, significantly improving performance. Additionally, we are the first in the world to demonstrate
that averaging multiple outputs from the diffusion model, a technique we refer to as “ensemble inference” , greatly enhancing
performance. In the future, this technology will enable high-quality speech recording even in noisy environments, making voices
sound as if recorded in a studio. This advancement is expected to greatly enhance various speech applications, such as collecting
high-quality audio data in everyday environments and enabling more comfortable remote meetings.

Goal : Improving conventional speech enhancement (SE) using generative Al
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