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Real-time voice conversion with high quality and low latency

Live streaming with real-time voice conversion

Abstract
Conventional voice conversion technologies process speech after each utterance, making them unsuitable for live streaming. This
research introduces a novel system that enables high-quality, low-latency real-time voice conversion and live streaming by
combining multiple speech representation learning methods into a knowledge-distilled deep generative model. To improve reliability
in voice conversion, various representation learning techniques are integrated and distilled, allowing real-time conversion without
waiting for the end of speech. Additionally, waveform synthesis and inference costs are significantly reduced, making it feasible to
run on smartphones. This technology aims to enhance well-being for individuals concerned about their voice and realize a live
stream where you can pretend to be a certain character. It also opens up new possibilities for a variety of voice communication
applications. Future developments will explore converting voice features other than voice timbre for more personalized and
accessible communication.
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