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Preference optimization for LLM-based translation

Faithful translation without excess or deficiency

Abstract
Machine translation using Large Language Models (LLMs) can lead to errors such as “missing translation,” where parts of the
source text are omitted, and “hallucination,” where the translation includes content not present in the source text. In this study,
we first developed a method to train a highly accurate word alignment model using pairs of sentences in different languages that
refer to the same entity in Wikipedia. We then developed a method for training a translation model with fewer omissions and
hallucinations by maximizing pairs of words with equivalent meanings in the source text and its translation. In the future, we aim to
improve machine translation technology in areas that require precise translations, including patents, law, and medicine. We will
improve the fidelity of LLM-based translation, which excel at generating fluent and lengthy translations while maintaining
consistency with the source text.
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